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Abstract
Network functions (NFs) facilitate network operations and

have become a critical service offered by cloud providers. One
of the key challenges is how to meet the elastic requirements
of massive traffic and diverse NF requests of tenants. This
paper identifies the opportunity by leveraging cloud elastic
compute services (ECS), i.e. containers or virtual machines, to
provide the cloud-scale network function services, CyberStar.
CyberStar introduces two key designs: (i) resource pooling
based on a newly proposed three-tier architecture for scalable
network functions; and (ii) on-demand resource assignment
while maintaining high resource utilization in terms of both
tenant demands and operation cost. Compared to the tradi-
tional NFs constructed over bare-metal servers, CyberStar can
achieve 100Gbps bandwidth (6.7×) and scale to millions of
connections within one second (20×).

1 Introduction

Cloud network offers customers not only transportation but
rich network functions (NFs), e.g., network address translation
(NAT), load balancers (LB), firewall (FW) [25, 41, 54, 61, 65,
66,68]. Conventionally, these network functions are deployed
on bare-metal server clusters to maintain good performance
[45, 63, 74]. However, with the rapid growth of enterprises
that migrate their business to the cloud [27, 49, 68, 70], the
bare-metal server-based network functions cannot meet the
flexible scalability demand. For example, during the period of
shopping festivals (e.g., Double-11 [3]) or live broadcasting,
the traffic can increase by 100 times or even 1000 times in a
very short time, which needs a large number of NFs, like load
balancers, NATs, etc. Therefore, in practice, cloud network
operators must reserve a large number of bare-metal servers
for emergency events. To reduce the high operational costs
and long setup times associated with this approach, cloud
networking service providers are seeking elastic solutions
that can dynamically respond to changing business demands.

⋄Co-first authors ∗Co-corresponding authors

A natural solution for the network function service is lever-
aging the cloud-native elastic compute/container services
(ECS), e.g., virtual machines (VMs), containers [2, 6, 7]. This
approach offers multiple benefits for NFs deployment: (i) "in-
finite" computation resource. It allows the NF platform to
scale using the vast and virtually limitless resources provided
by cloud service providers. We can apply the "infinite" ECS
resource which mitigates the impact of the long setup time of
bare-metal servers. (ii) "pay-as-you-go" price model. Cloud
ECS eliminates the need for users to pay for over-provisioned
resources, resulting in significant cost savings. (iii) high avail-
ability against infrastructure failure, planned downtime and
software upgrades to minimize the impact on customers.

Therefore, we aim to develop an elastic cloud-native NF
management platform over ECSs. Elasticity in this context
means that the system’s capacity can continuously align with
real-time load fluctuations. Building such an elastic NF plat-
form involves pursuing several key objectives: rapid scal-
ability, high resource utilization, and easy management. (i)
Scalability of the NF platform is the system’s ability to rapidly
scale up to handle millions of simultaneous connections for
individual tenants and scale out to serve cloud-scale tenants.
Notice that, the scalability of NFs is not solely confined by
ECS scalability but by its intricate internal execution logic and
state consistency requirement. (ii) Maintaining high resource
utilization is crucial for operators to reduce their operational
costs. However, it is challenging because the traffic distribu-
tion among tenants demonstrates considerable variation and
difference. (iii) Ease of management is crucial for the NF
platform. In the diverse realm of cloud network resources,
the multitude of ECS configuration options and the inherent
delays and constraints in resource allocation pose significant
challenges in ECS selection, requiring meticulous considera-
tion of performance, cost and availability.

We propose CyberStar, a three-tier NFs management plat-
form that leverages ECS to achieve high elasticity, cost-
effectiveness and flexibility. We notice it is not a good option
to directly apply the architectures designed for individual
NFs, such as monolithic NF instances or two-tier architec-
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tures [10, 44, 70]. Installing a monolithic VNF in one ECS
instance suffers from shortcomings like high configuration
complexity of ECSs, hard-to-realize hardware optimization,
low resource utilization across different NFs and variable traf-
fic. Two-tier architectures proposed by pioneer elastic scaling
works [44, 70] extract the state from the NFs to achieve free
scalability of the stateless components. However, the stateful
components cannot scale out well and states maintained re-
motely introduce non-negligible overhead, including latency
inflation, extra CPU cycles, and bandwidth consumption dur-
ing the access of the remote state.

By investigating the operations of various NFs and the cor-
responding optimization approaches [25, 47, 57, 72], we ob-
serve that different NFs follow the same match-action pipeline
structure in the data path, even though they implement dif-
ferent match-action operations. Therefore, we decompose
the packet processing pipeline into multiple NF-independent
match-action units, allowing the assembly of these units to
various NF types (§4.2). This design offers several benefits. (i)
High scalability: the match-action unit only caches rules that
indicate how to process packets, eliminating the necessity of
maintaining state consistency. (ii) High utilization: the match-
action is NF-independent, so it can be shared by different NFs,
leading to high resource utilization. (iii) High performance:
the design of function independence avoids redundant deploy-
ment and optimization efforts on packet processing across
different NFs. It also facilitates processing acceleration using
heterogeneous hardware resources in the cloud.

After determining the NF-independent packet processing,
the remaining NF-specific parts are placed in the service
computation (SC) plane, which is responsible for computing
rules based on NF-specific state and logic. However, such
stateful components hinder scalability. We observe that the
NF-specific state can be partitioned at a fine granularity, allow-
ing SC to scale effectively when deployed across numerous
instances. Based on this observation, we design a scaling-
in and scaling-out mechanism for the SC plane, eliminating
traffic halting due to waiting for state synchronization (§4.1).

Both the PP and SC planes consist of numerous lightweight
instances deployed on ECSs. However, the connections be-
tween PP and SC nodes are still tightly coupled. Each PP
instance must record the information of requests, NF types,
and the location of corresponding SC instances. When the
SC plane scales (i.e., membership changes), this information
must be notified to the relevant PP nodes to ensure the correct
routing of requests. Similarly, when the PP plane scales, any
changes to PP nodes must be communicated to the relevant
SC nodes. To decouple the scaling, we introduce the Fabric
Master (FM), which manages the connections between the SC
and PP planes (§5). The FM shields the scaling of the PP and
SC plane from each other by taking over the responsibility of
delivering requests to the appropriate SC instances.

To this end, CyberStar introduces the architecture with
loosely coupled components to support network functions

NFs

Tenant A Cloud Service

Tenant B

NAT
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VPN

PVL

...

vSwitch
ECS

Cloud
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Cloud Network

3rdNF
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Figure 1: NFVs in cloud networks

including packet processing, fabric master, and service com-
putation (§4 and §5). Built on the three-tier architecture, Cy-
berStar facilitates the management of heterogeneous hard-
ware resources in the cloud to accelerate packet processing
(§6). CyberStar achieves high resource utilization by shar-
ing resources across tenants, network functions, and traffic,
and employs an auto-scaling mechanism based on Deep Rein-
forcement Learning (DRL) for optimal long-term resource use
(§7.1). For reliability, CyberStar uses Shuffle Sharding [67]
and local rate management to avoid the impact of shared ma-
licious nodes (§7.2).

We deploy CyberStar in a cloud-scale production network
for years, verifying its capability to meet the diverse demands
of tenants and handle high traffic volumes. Compared to tra-
ditional NFs deployed in dedicated zones, CyberStar demon-
strates rapid scalability to serve cloud-scale tenants and traffic.
In terms of performance, CyberStar maintains a throughput
of 26 packets per second (∼ 6.7×) compared to native ECS-
based solutions, and can process millions of connections per
second (20×) for a single tenant instance. To the best of our
knowledge, this work is the first to systemically address the
challenges and opportunities to build a network functions
management system through cloud ECS service. Though Cy-
berStar is designed for network functions management, its
insights and designs are valuable for building other cloud-
native applications as well.

2 Background and Motivation
2.1 Background

Figure 1 shows the panorama of network services in the cloud.
In addition to the basic communication service, cloud net-
works provide advanced network functions, such as Network
Address Translation (NAT), Private Link (PVL), Virtual Pri-
vate Network (VPN), Load Balancer (LB), etc. These network
functions play an important role for the connections among
(1) Tenant Virtual Private Clouds (VPCs); (2) Customers’
VPCs and their on-premise data centers; and (3) Internet
users and Cloud service. For example, a private link bridges
a tenant VPC to cloud computation and storage service with
high bandwidth and secure connection. For Cloud-to-Internet
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NFs Capability
NAT 2 million connections; 100 thousand CPS;
LB 100 million connections; 1 million CPS; 100 thousand QPS

IPSec VPN 5∼ 200 Mbps bandwidth

Table 1: Requests of one tenant in the cloud. (CPS: Connec-
tions Per Second, QPS: Queries Per Second)

communication, the Source NAT (SNAT) offers the ability to
access the Internet for virtual machines (VMs). The Destina-
tion NAT (DNAT) allows the traffic from the Internet to reach
VPC. Specifically, customers can also define and place their
own NFs (3rd NF) in the cloud.

With the increasing migration of businesses to the cloud,
the demand for robust network solutions has surged [1, 4, 14].
These network functions need to be rapidly provided and iter-
ated upon by cloud vendors to meet evolving requirements.
Traditional, closed, and standard hardware middleboxes can-
not keep pace with these dynamic cloud network demands
due to the long development cycle, limited customization and
lack of programmability. Cloud vendors are widely adopt-
ing Virtualized Network Function (VNF) technology. VNF
employs general-purpose x86 servers to build network func-
tions, which greatly improves flexibility, manageability, and
cost-efficiency [9, 27, 33, 55]. It has shown that the software
middleboxes are able to offer equivalent functionalities as
the corresponding hardware implementations [29, 39]. The
advance of software-defined networking (SDN) further facili-
tates the deployment of the software middleboxes running in
the cloud [27, 33, 41, 68].

However, the typical online cycle of x86 servers is inad-
equate for addressing unpredictable business demands. The
conventional process of constructing new bare-metal clusters,
which involves purchasing, constructing, configuring and veri-
fying, can take months. This lengthy preparation period poses
challenges, especially during critical periods like shopping
festivals, where there are demands for advanced planning. For
unpredictable events without advanced plans, this approach
proves to be inadequate. Cloud service providers can estab-
lish large resource pools to handle peak demands for busi-
ness emergencies. However, the cost of maintaining such a
large amount of infrastructure remains a significant challenge.
Therefore, relying on a fixed bare-metal resource pool is not
a sustainable long-term solution.

2.2 Motivation and Challenges
Cloud-native technologies significantly simplify both devel-
opment and operations for tenants. A straightforward ap-
proach to building the NFs platform involves replacing bare-
metal servers with cloud ECS resources. This transformation
presents both opportunities and challenges. We aim to build
a general NFs platform over ECS in practice, achieving the
following objects:

Elastic Scalability. Achieving elastic scalability requires the
NF platform to seamlessly and rapidly adapt to both increas-

ing and fluctuating demands. To accommodate growing de-
mands, the platform must scale out to serve cloud-scale ten-
ants and scale up to handle millions of simultaneous con-
nections for individual tenants. For instance, as illustrated in
Table 1, a tenant may require millions of simultaneous con-
nections for NAT and generate 1 million new connections per
second for LB. Responding rapidly to dynamic demands in-
volves more than just resource allocation. NF scalability is in-
fluenced not only by resource availability but also by complex
internal execution logic and state consistency requirements.
These constraints become more apparent when addressing
fluctuating workloads. Therefore, the key to enhancing NF
scalability lies in strategically decoupling the packet process-
ing from state management. This entails ensuring that each
NF component deployed in an ECS is independent and capa-
ble of scaling on demand.

High Resource Utilization. The NF platform serves cloud-
scale users, necessitating the utilization of a substantial num-
ber of ECS resources. However, the low utilization of cloud
ECS has become a key problem of today’s cloud providers
[5,11,24,26,31,37,52,61,77]. The average CPU utilization of
60% VMs in Azure is less than 20% [24]. The average CPU
utilization of Alibaba cluster is between 20% to 50% in the
majority of times [37]. Keeping long-term efficient resource
utilization is critical in effectively reducing operational costs.

The challenge in improving resource utilization lies in the
significant variations of traffic distribution among different
users, as well as the large fluctuations in traffic for individual
users. In the dimension of tenants, one tenant may have mod-
est traffic of 30 Mbps distributed across 300K routes, while
another tenant experiences substantial traffic of 200 Gbps
on just 7 routes [4]. If we distribute a tenant’s traffic across
multiple ECS instances, in the former scenario, a single ECS
instance is sufficient to support the traffic. However, in the
latter scenario, multiple instances would be required to handle
the tenant’s traffic, while each ECS instance needs to manage
an average of 30 Gbps with regard to 7 instances. In the time
dimension, instance provisioning typically aligns with peak
bandwidth usage. However, we have observed that peak-to-
average bandwidth demands can fluctuate significantly, some-
times by up to a factor of 100. This variation poses a challenge
in efficiently provisioning instance capacity. Therefore, a fine-
grained scheduling approach is necessary to process tenant
workloads in a shared manner, reducing the overall peak-to-
average ratio of the load.

Low Management Complexity. Scaling an NF platform to
serve cloud-scale tenants involves the effective management
of numerous instances with diverse resource configurations.
Regarding the diverse realm of cloud resources, the multitude
of configuration options can actually pose challenges in ECS
selection, cost, and availability. It requires cloud providers to
meticulously consider and balance multiple factors since it is
hard to estimate the resource consumption of NFs belonging
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Figure 2: NF architectures. (a) Typical NF architecture. Prior efforts [44, 70] extracted state from NF instances to improve the
scalability of packet processing. (b) To improve the scalability of stateful components and reduce the overhead of state fetching,
the 1st generation of CyberStar puts the state into a distributed service computing (SC) plane and adapts network-independent
packet processing (PP). (c) The 2nd generation of CyberStar introduces a fabric master, decoupling the packet processing and
service computing.

to a specific tenant. Moreover, the process of creating new re-
sources on large public clouds introduces inherent delays and
constraints in resource allocation. For example, provisioning
virtual machines that surpass vCPU quotas may entail waiting
times ranging from several hours to a day. To simplify man-
agement, the straightforward approach is to apply a few types
of prevalent and low-configured ECS instances in clouds.

Reliability and Transparency. A general cloud NFs plat-
form must seamlessly avoid interruptions caused by customer
workloads affecting each other. This shared platform demands
high reliability to ensure isolation, preventing the malicious
traffic of one tenant from impacting another. Additionally, the
implementation details and placement of network functions
in the cloud environment must be transparent to tenants. This
transparency does not conflict with customization. Users can
still customize their NF services through the orchestration of
NF chains, tailoring the platform to meet their requirements
without needing to know the implementation details.

3 CyberStar

3.1 Design Rationale
Elastic Scalability using Disaggregated Architecture. The
pioneer elastic scaling works of network functions [10,44,70]
extracted the state from the NFs to achieve free scalability of
the stateless components, as shown in Figure 2a. However,
we cannot directly apply the two-tier architectures for two rea-
sons: (i) The stateful component itself cannot scale out well
under the cloud-scale traffic. (ii) States maintained remotely
introduce non-negligible overhead, including increased la-
tency, extra CPU cycles and higher bandwidth consumption
during the access of the remote components.

Addressing the scalability for cloud-scale traffic and mul-
tiple tenants necessitates the partitioning of NF state and
operation into lightweight components and distributing them
across the massive ECS instances. By investigating the archi-

tecture of various NFs and the corresponding optimization
approaches [25, 47, 57, 72], we observe that NF execution
can be separated into NF-independent packet processing, NF-
specific logic operation, and NF-specific state. Due to the
reliance on NF-specific logic execution on NF state, they
should be placed together for fast state access.

To this end, the first generation of CyberStar is proposed,
whose architecture is shown in Figure 2b. It partitions the NFs
into two components: high-speed packet processing (PP) and
service computations (SC). The PP plane is NF-independent,
focusing on providing high-speed packet processing. The SC
plane is NF-specific, performing service computations based
on NF-specific state and logic, and generating rules that direct
PP on how to process packets. The stateless PP plane only
caches rules rather than maintaining state. The NF-specific
state is locally maintained by the SC plane for fast access, but
this hinders scalability. We observe that NF-specific states
can be partitioned at a fine granularity, allowing SC to be
divided into numerous instances. Based on state partitioning,
the state on different SC instances does not need to maintain
constant consistency. State synchronization of the SC plane
is only triggered during scaling events, and the process does
not involve halting traffic.

The connections between PP and SC nodes affect the scal-
ability of PP and SC planes. Each PP instance must identify
the tenant requests, type of NF and addresses of SC instances.
When the SC plane scales (i.e., membership changes), this
alteration must be notified to the corresponding PP nodes so
that they can route requests correctly. Similarly, when the
PP plane scales, any changes to PP nodes must be communi-
cated to the relevant SC nodes. To decouple the scaling, we
introduce the Fabric Master (FM) in the 2nd generation of
CyberStar as shown in Figure 2c. The Fabric Master manages
the connections between the SC and PP planes, taking respon-
sibility for dispatching requests from the PP plane to the SC
plane, thereby shielding the effects of membership changes
on SC and PP during scaling.
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Function-Independent Packet Processing. Different NFs
may implement various match-action operations in their data
paths, but they typically adhere to the same pipeline match-
action structure. Our key insight is that we can place a parser-
match-action unit to an ECS, and the packet processing of a
dedicated NF can be realized by orchestrating those match-
action units [13, 15]. Specifically, since the match-action unit
is NF-independent, it can be shared by multiple NFs and
multiple tenants. As shown in Figure 2b, VPN and NAT can
share the same action of revising the packet header. We can
further manage the pipeline of these units to fulfill: i) NFs
chain, e.g., FW-NAT; ii) complex NFs e.g., IPSec VPN.

Furthermore, to stay at the cutting edge, modern cloud
infrastructure adopts heterogeneous devices, including ECS
based on Intel and ARM architecture, DPUs/SmartNICs, and
other advanced hardware accelerators. Based on the mod-
ular packet processing design, we can leverage the widely
deployed DPU/SmartNIC devices to accelerate packet pro-
cessing efficiently.

High Utilization with Resource Sharing and Auto-Scaling.
Achieving high resource utilization is crucial for service
providers to reduce costs, especially in the context of cloud-
scale workloads and increasing NF instances [5, 11, 24, 26,
31, 37, 52, 61, 77]. With regard to the disaggregated design
of the NFs platform, we can achieve high resource utiliza-
tion by effectively sharing the resource in three dimensions:
Tenants, Network Functions, and Traffic. However, conven-
tional manual management of resource scaling can be less
effective given the scale of cloud workloads. CyberStar em-
ploys an auto-scaling mechanism with a global view, based on
Deep Reinforcement Learning (DRL), to optimize long-term
resource utilization.

Reliability based on Shuffle Sharding and Rate Manage-
ment. CyberStar needs to minimize the impact of malicious
traffic to improve reliability. On the one hand, CyberStar
adopts Shuffle sharding [67], an effective method for segregat-
ing tenants’ workloads by distributing traffic across multiple
instances with minimal overlap. On the other hand, CyberStar
incorporates local rate management at each instance to ensure
fair sharing and work conservation among tenants.

3.2 Architecture
Figure 2c illustrates the 2nd generation architecture of Cyber-
Star, which consists of an NF Orchestration and three-plane
network functions.

NF Orchestration. NFs orchestration is the service-oriented
interface for users to describe their demand through carefully
designed API and realize cost-effective network function auto-
scaling through a scheduler.
Network functions are divided into three planes:

Service Computing (SC): SC plane generates rules for in-
structing how the packet is processed based on the service

logic of NFs, local NF-specific states, and customer prefer-
ence. For a specific NF, multiple SC nodes constitute a reli-
ability group (referred to as SCG) and synchronize the NF
state to prevent state loss in case any SC node fails. It ensures
the consistency and portability of the state in a SCG by redi-
recting the packet of rule requests to traverse all the SC nodes
to synchronize states. We call this synchronization method
packet-pass-through. Based on the operational experience,
three nodes are sufficient for processing the state read request
of a normal tenant.

Packet Processing (PP): The PP plane receives and processes
packets based on rules generated by the SC plane. Each PP
unit includes a parse-match-action table, which caches rules
to instruct the PP on how to handle packets. The PP unit
caches rules on-demand, ensuring quick readiness for scaling
up and failover. When an incoming packet matches a rule,
the PP node processes the packet according to the action. If
no matching rule is found, the packet is forwarded to the SC
plane. The rule consists of matching fields and actions with
parameters. Matching fields specify which packet fields are
used for matching and matching what value. If a flow matches
with the value, it performs actions using parameters on packets
of this flow. For example, in the case of Source NAT, the match
fields of the rule are <Source IP, Source Port, Destination IP,
and Destination Port>, and the action is modifying the source
IP and port with substitutes. This design allows us to flexibly
construct the processing pipeline by orchestrating PP units
along the traffic path.

Fabric Master (FM): The FM plane is responsible for man-
aging the interconnection between SC and PP instances, as
well as facilitating communication among PP nodes. It avoids
direct communication between any two nodes of the SC and
PP planes. FM dispatches rule requests to SC nodes and re-
turns the generated rules to PP nodes. When a new request
arrives, it is initially forwarded to any arbitrary FM node. Sub-
sequently, FM routes this request to the relevant SC nodes.
After the decision-making process, which involves computing
the rule, both the request and its corresponding rule are re-
turned to the FM plane. Finally, they are delivered back to the
originating PP node. Additionally, FM caches replicas of rules
for incoming requests to alleviate the burden on the SC plane
caused by repeated requests. For instance, if PP nodes crash,
they will reboot and re-request the rules for active flows. Sim-
ilarly, when a new PP node joins, some existing flows may be
reassigned to this new node to distribute the workload evenly,
triggering re-requests to SC. The rule storage in FM reduces
the burden on SC by handling these repeated requests.

Based on the disaggregated architecture, NF developers
only need to design and program the service logic, generating
the processing ruleset using the API provided by CyberStar.
This ruleset can then be installed into PP nodes. This approach
simplifies the development process, as developers focus solely
on the service logic, while CyberStar handles the deployment
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and execution of the ruleset across the lifecycle of the NF.

4 Elastic Scalability

4.1 Scalability of SC Plane
In the SC plane, we execute NF-specific service logic. Given
the exponential growth in traffic and tenant demands, intro-
ducing multiple SCGs for service computation can signifi-
cantly improve overall processing capacity and guarantee ser-
vice quality. However, service computation needs NF-specific
states locally for fast access, and the state consistency across
all SCGs is crucial for correct rule generation. Any state
modification triggered by an arriving request should be syn-
chronized among multiple SCGs. With the increase of SCGs,
the task of state synchronization can slow down service com-
putation and limit the scalability of the SC plane. Therefore,
we focus on how to realize effective state partition and state
synchronization among SCGs.

State Partition. It is notable that the state can be partitioned
based on the tenants because tenants are independent from
each other in practice. This insight allows the partition of
states into numerous SCGs for support cloud-scale traffic. By
partitioning the state, consistency is maintained within each
SCG using packet-pass-through as introduced in §3.2, and
synchronization among SCGs is only required during scal-
ing events. We further categorize NF state into two types:
per-flow state and shared state. The per-flow state is only
accessed by the packets of one flow. The shared state con-
sists of structures or objects that are accessed or modified by
multiple flows. Shared states with commutative properties1

can be effectively partitioned. For instance, operations such
as removing elements from a set can exhibit commutativity
under specific conditions2. Taking Source NAT as an example,
the available source address-port pool serves as a shared state,
utilizing a set structure, with entries like <114.114.1.2, 1024 -
4096>. By partitioning the set into subsets like <114.114.1.2,
1024 - 2048> and <114.114.1.2, 2049 - 4096>, we can dis-
tribute them into two SCGs. Requests can also be dispatched
across these two SCGs using hashing. This allows each SCG
to independently allocate address-port pairs to incoming re-
quests, ensuring efficient and independent operation. During
the scaling-in event, the two sets can be merged back together.

State Synchronization during Scaling. State partitioning
and merging can align with scaling-out and scaling-in opera-
tions, respectively. During a scaling-out event, the shared state
can be partitioned and distributed across multiple instances.

1Commutativity refers to a property of operations where the order of
applying the operations does not affect the final outcome. In other words,
if two operations h and g are commutative, then applying h followed by g
yields the same result as applying g followed by h. Mathematically, this can
be expressed as h(g(x)) = g(h(x)) for any input x.

2Specifically, when the elements to be removed are distinct and present
in the set, the removal operations are commutative.

FM: f1_, f2_

SCG1 SCG2
B''

fin

fin
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(a) Scale out
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F

D Ef3
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(b) Scale in

Figure 3: Example of scaling event in SCG. The capitals, e.g.,
A, B, C, represent shared state values. "fx" signifies a request
set, while "fx_" indicates the corresponding returned rules.

After partitioning, the state can be updated independently.
During a scaling-in event, these partitions can be merged and
integrated into one state, even if each partition has been mod-
ified. The scaling event is a collaborative effort between SCG
and FM, involving both scaling out and scaling in procedures.
Scaling out is triggered when requests exceed the computa-
tion capacity of SC instances, and scaling in occurs when
resources can be released. An example process is demon-
strated in Figure 3. At the beginning of scaling out, FM sends
a start signal (st) to SCG1. Upon receiving "st", SCG1 parti-
tions state A into B′ and B′′ based on partition strategy (e.g.,
bipartition for a set), moving state B′′ to SCG2. At SCG1, the
following arrived requests set (f1) can update its correspond-
ing state B′. After receiving state B′′, SCG2 sends "fin" to
inform both SCG1 and FM that the state is ready. FM then
dispatches new requests to SCG2, and SCG1 can delete state
B′′. In the case of scaling in, when it is determined that SCG1
needs to be released, the scaling in event is triggered. At
the beginning of scaling in, FM sends a signal "st" to SCG1,
instructing it to start to synchronize its states with SCG2.
Meanwhile, FM forwards all following requests (f3) to SCG2.
SCG1 receives "st" and synchronizes state C to SCG2. SCG2
receives state C, merges it with state E (D updated based on
f3), and sends a "fin" signal to notify FM and SCG1 that
synchronization is complete. Finally, SCG1 can be released.

During the procedures of both scaling out and scaling in,
arrival requests can be processed continually with no need
to wait for the complementation of state synchronization. Re-
quests can be classified into two categories: requests arrived
before scaling is triggered and newly arrived requests. For
requests that arrive before scaling is triggered, we apply the
rule cached in FM, as explained in §3.2, to process the re-
quests. The cached rules minimize the impact of SC scaling.
Specifically, for the scaling of PP plane, though the same re-
quests might arrive repeatedly, FM can still respond based on
the corresponding cached rules. For newly arrived requests
during scaling our/in events, FM forwards the new requests to
an SCG responsible for state partitioning/merging. All state
modifications, including partitioning, merging, and updates
caused by incoming requests, are completed within a single
SCG. This approach ensures consistency by avoiding state
write operation across different SCGs, eliminating the need
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to pause request processing.

4.2 Elastic PP Plane

In PP Plane, we provide high-speed packet processing shared
by multiple NFs and tenants.

Modular Packet Processing. We introduce modular packet
processing to unify the management of NFs. Since NFs fol-
low the same pipeline match-action structure, the packet pro-
cessing can be constructed as a pipeline built on a series of
match-action units. Each match-action unit is defined as 1)
Parse: extracting the key from the packet header based on
protocols; 2) Match: looking up a flow table based on the
key (flow-id or tenant-id) using wildcards; 3) Action: modify-
ing/forwarding/dropping packet and/or updating local statis-
tics. We deploy the match-action unit at one independent ECS
instance. By doing so, we can flexibly construct the process-
ing pipeline by organizing PP nodes. Instances are added
along the traffic path to extend the pipeline depth. Meanwhile,
each stage of the pipeline is separately scaled out by adding
new instances. Due to states being maintained at the SC plane,
PP instances only request rules on demand for arrival flows.
This prevents traffic from halting to wait for large chunks of
state migration during scaling events.

Rapid Scaling of PP Plane. The subsequent challenge in-
volves enabling tenants to rapidly access new PP instances
during scaling operations. Initially, we review how tenant
traffic is directed to the PP plane. NFs and the applications of
cloud tenants are deployed in different VPCs. Tenants access
NFs based on the general VPC-to-VPC (Inter-VPC) communi-
cation mode. Given a task of accessing NFs, ECS creates and
manages an Elastic Network Interface (ENI) [8, 21–23, 66],
which represents the IP address and tenant id of the ECS
instance used for network communications at the host level.
For instance, if VPC a requires communication with VPC
b, ECS within VPC b should create an ENI with an address
(e.g., 192.168.10.3/24) and this address belongs to VPC a
subnet (e.g., 192.168.10.0/24). Then, ECS within VPC a
can send traffic to ECS within VPC b by taking the address
192.168.10.3 as the destination.

CyberStar leverages ENI-bonding to allow ECS instances
of a tenant to access multiple PPs. ENI-bonding is a tech-
nology that enables ENIs attached to multiple ECS instances
(in this context, PPs) to share a primary IP address. During
establishing ENI-bonding, an ECMP group is generated that
uses the primary IP as the destination and includes all ENI
members in the ENI group as nexthops. The ECMP rout-
ing entries corresponding to these ENIs are loaded into the
vSwitch where the tenants’ ECS instances reside. This en-
sures tenant traffic can be directed to multiple PPs. By adding
more ENIs connected to PPs into the ENI-bonding group,
traffic can be redirected to new members, allowing the PP
plane to scale out efficiently.

PP PP

PPPP

m ENIs

VPC

... n nexthops
O(mn)

Inter-VPC Intra-VPC

Service

Service

Fabric Master

Inter-VPC

w/o fabric

Fabric

Figure 4: The fabric bridges the client VPC to Service by
setting up the connection between two PP instances. Before
introducing "Fabric", the number of clients who can access
Service is constrained to O(mn) as shown in the dotted box.

5 Fabric Master
The intricate interconnections between SCs and PPs, as well
as cloud-based connections, affect scalability. We introduce
the plane of Fabric Master to decouple the SC and PP planes.

5.1 Untangle Scaling of SC and PP
Problem. In the 1st Generation of CyberStar, PP instances re-
quest rules from different SC instances. For reliable requests,
each PP node must establish multiple long-term, one-to-one
connections with various SCGs. Consequently, each PP node
needs several connections to dispatch requests to different SC
instances. These connections tightly couple the SC plane and
PP plane, resulting in inefficient scaling and failover of SCG.
For scaling events, several connections should be established
when new instances join and released when they leave. In the
case of failover, the PP node needs to be aware of both primary
and backup nodes within a SCG and perform a fast migration
of connections from the primary to the backup node. Both the
establishment of connections and migration processes cause
high complexity of management and non-negligible wait time
for the traffic involved.

Decouple SC and PP with Fabric Master. Fabric Master
(FM) serves as the intermediary connecting the SC plane
and PP plane which shields distributed SC structure for PP
plane. Both SC instances and PP instances establish connec-
tions with FM. FM maintains connectivity and sessions so
that members of the SC and PP planes can change and only
requires to notifying FM. For SCGs scaling, PP instances
remain unaware of any changes in the SC plane. During PP
plane scaling, the process involves establishing or closing
connections with FM without interrupting the SC plane.

5.2 Improve Tenants Accessing
Problem. CyberStar operates in cloud environments and dis-
tributes NF instances across high-density deployed ECSs3. In
the 1st generation of CyberStar, tenants access cloud services

3A computation server can host a substantial number of containers for
commonly used configurations, reaching up to O(103) [7, 50].
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through NFs along the following path: tenants’ VPC to PP in-
stance to cloud service, as illustrated in the left dotted box of
Figure 4. Each ECS instance can support only up to m ENIs,
where m is no more than 100 [8, 21–23, 66], so the number
of tenants who can simultaneously access cloud services is
no more than 100. Even though a cloud service can connect
to up to n PPs no more than 64 [61, 68] in our cloud, these
one-hop connections only support O(mn) tenants accessing a
cloud service through PP plane4.

However, this limitation cannot be resolved by merely in-
creasing the number of ENIs supported by ECSs due to the
requirements of searching tables. The virtual switch (vSwitch)
running within the hypervisor has a limited buffer size, which
restricts the size of tables, including route tables of different
VPCs and mapping tables from ECS to physical machines.
If the number of ECS hosted on each physical machine is
i, and each ECS is attached to m ENIs, with n next hops to
a destination, the routes maintained by vSwitch are O(imn).
The size of these route tables impacts route lookup efficiency,
memory consumption, and the time required for migrating
ECSs, which further limits the scale of tables. Therefore, in-
creasing the number of ENIs is an impractical solution for
improving tenant access to cloud services.

Fabric Abstraction for Interconnection of PP Instances.
We introduce an abstraction of "Fabric" based on ECSs, which
is an effective solution for improving the tenants accessing
capability through CyberStar. As shown in Figure 4, Fabric
is a virtual full mesh connection built on PP nodes. Based on
Fabric, tenants can access cloud services by accessing any PP
nodes. The connections of inter-PPs are not thus confined be-
cause ECS instances belonging to the same VPC can connect
without the requirement of extra ENI.

Fabric is managed by FM. Fabric can be implemented
by extending with a forwarding entry in the PP unit which
records the next hop of a PP node. Since PP nodes should
be stateless, the routes among PP nodes are maintained and
updated by FM. If there is no route at the ingress PP when
the packet of a flow arrives, the packet is sent to one of FM
nodes to be forwarded to the next hop PP. Meanwhile, the
corresponding route is installed into the PP node, indicating
how to forward the following packets of this flow.

6 Deployment Flexibility

To deliver network function services effectively, a significant
challenge is accommodating the diverse requirements of users,
who often demand customized features.

6.1 Adoption of Heterogeneous Hardwares
To remain at the cutting edge, CyberStar allows managing
heterogeneous hardware resources in the cloud to improve per-
formance. We provide two approaches: in-depth integration

4Cloud service connects to n PP instances, and each PP serves m tenants.
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Accelerator for host
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NF NF

Function
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Figure 5: Architecture of hardware/software co-design. For
DPU, the vSwitch and NF match-action (M/A) are offloaded.
For function acceleration cards, the specified features are
offloaded with the help of vSwitch and PP.

for the general accelerator, e.g., DPU, and software/hardware
co-design to accelerate packet processing.

Network Function Acceleration. For the connection-
oriented network functions, e.g., NAT and LB, we can main-
tain high scalability through PP nodes. However, the CPU-
based packet processing has an intrinsic restriction on the
throughput [40, 78]. In the virtualized environment, the
vSwitch in the hypervisor performs packet sending and re-
ceiving among the ECSs and physical devices, occupying
extra physical resources and leading to long latency and low
throughput. The match-action unit has similar semantics with
general-proposed hardware flow tables. Therefore, we seek to
use widely deployed DPU/SmartNIC devices to offload the
match-action unit, achieving ∼10× performance gain.

The routing-oriented network functions, e.g., Layer-7 LB,
are usually computation-sensitive. These network functions
involve the complicated processing of encrypting and decrypt-
ing, key exchange, etc. As shown in Figure 5, to process large
concurrent queries in a short time, we apply the acceleration
cards, which can be deployed in remote machines.

Offloading vSwitch and NF Processing. The challenge is
that DPU is applied for applications running over bare-metal
servers instead of the virtualization domain of ECS [16,17,30].
To this end, we develop vDPU through the virtio device, a
PCIe device following the virtio standard. It consists of two
parts, the frontend in ECS and the backend in DPUs. We adopt
virtio-block device for its compatibility with major operating
systems and can be used by most VMs/containers without
modification. We first offload the full vSwitch forwarding
data plane and control plane into DPU. The offloading lib
supports flow operation interfaces, such as rte_flow for DPDK
and verbs for RDMA. And then, we offload the match-action
processing into DPU.

Our DPU adopts off-path model [51, 76]. As shown in
Figure 5, the software of DPU is a vSwitch management
process (called vSwitchd) running by the embedded CPU
on the DPU, which manages the hardware resources. The
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hardware part is an acceleration engine for the host used as
the vSwitch forwarding data plane. The NF match-action is
offloaded into the acceleration engine for ECS which is the
fast path of ECS-based network function. When encountering
elephant flows, SC node labels the corresponding rules in PP.
The PP node calls the APIs, offloads the rule to vDPU, and
waits for the response from vDPU. If successful, the DPU can
directly process the remaining packets of the flow. It recycles
the resources of network connections by periodically tearing
down idle connections.

6.2 Live Migration
Leveraging heterogeneous hardware resources does not im-
pact the flexibility of CyberStar under live migration tech-
nology. In this context, live migration refers to the process
of moving a tenant’s traffic from one NF instance to another
without disrupting the traffic. We explain how CyberStar real-
izes the live migration between heterogeneous resources for
computation and packet processing. The main idea is to decou-
ple the address related to new hardware devices. To this end,
we apply a virtual ENI as the interface for network functions
to be implemented in the heterogeneous devices. CyberStar
assigns the same virtual ENI for newly deployed devices and
current NF instances. The controller configures and records
the routes to the device in the vSwitch route table. Notably,
the route table is customized by adding a "location" field. The
client accesses the cloud server through NFs by using the
virtual ENI. Once CyberStar identifies that the workload can
be processed by the new hardware, it expands the bonding
ENI to add the hardware-enhanced nodes and then removes
the bonding ENI from the ECS nodes. As a result, during the
process, the flows landed on the ECS nodes do not need to go
through the SC plane, because the ECS nodes already know
how to deal with the flows according to the stored forwarding
actions. The flows landed on the hardware-enhanced nodes
will go through the SC plane to get the action. Therefore, we
can limit the flows that are sent to the SC plane and avoid the
impact of burst traffic.

7 High Resource Utilization and Reliability

CyberStar adopts a hierarchical decision-making approach
to achieve high resource utilization and maintain high relia-
bility. With a global view, the NF orchestration realizes cost-
effective network function auto-scaling by monitoring long-
term resource utilizations, deciding when scaling events are
triggered, and determining how tenants’ traffic is dispatched
into ECSs. In each NF instance, we deploy a rate management,
that achieves local resource-sharing fairness among tenants
and work conservation, effectively utilizing idle resources.

7.1 Global NF Orchestration
Network function auto-scaling is the key for CyberStar man-
agement platform to achieve high resource utilization and

maintain high reliability. For achieving high resource utiliza-
tion, the design of PP units has the potential to achieve effec-
tive resource sharing. Notice that there are three dimensions
of loads: traffic, tenants and network functions. Besides the
well-known dynamic arrival of tenants and their traffic, the
resource consumption of different network functions varies.
For example, VPN is computation-intensive, while NAT and
LB are bandwidth and memory-intensive.

To maintain high reliability, we focus on minimizing the im-
pact of "poison" requests from tenants. If a particular request
happens to trigger a bug that causes the system to failover,
then the caller triggers a cascading failure by repeatedly try-
ing the same request against instance after instance until they
have all fallen over. We adopt Shuffle sharding [67], an effec-
tive method for segregating tenants’ workloads by distributing
traffic across multiple instances with minimal overlap to iso-
late the fault domains.

The NF auto-scaling problem is usually defined as a se-
quential decision problem [12, 53]. Given cloud-scale work-
loads, the corresponding Integer Linear Programming (ILP)
has tens of thousands of variables and constraints. CyberStar
initially apply the heuristic bin packing algorithms [20, 32]
to solve the problems. However, they fail to achieve long-
term low resource utilization because the dynamic requests of
NFs make the problem a multi-stage decision problem rather
than a one-shot decision problem. Moreover, the heuristic
algorithm needs to manually determine the water level of
the maximum ECS resource usage from the (conservative)
operators. To address the problem, we apply a data-driven
Deep Reinforcement Learning (DRL) approach. By using
DRL, we can leverage the historical information of traffic to
optimize long-term utilization of ECS resources effectively
and reduce the reallocation. We also solve the problems when
deploying the algorithm in practice, like large action space
and long validation time of sharding. The details are provided
in Appendix A.

7.2 Local Rate Management
When flows belonging to multiple tenants are aggregated into
a dedicated ECS, resource competition caused by transit flows
is unavoidable and cannot be controlled by global orchestra-
tion. To reduce interference among tenants (ensuring high
reliability) and avoid wasting idle resources (ensuring high
resource utilization), we propose resource-aware rate manage-
ment to achieve both (i) Fairness sharing. The excess resource
consumption by a tenant under heavy load should not exceed
its amount of abdicated resources under light load in the long
term; (ii) Work conservation. Each tenant is permitted to uti-
lize resources beyond its specification to process burst traffic
when other tenants have lower processing demands.

The standard token-bucket (STB) mechanism is a simple
traffic-shaping approach that permits bursts but strictly bounds
them [46]. It ensures that a system or network does not exceed
a specified fixed rate of traffic. In CyberStar, we leverage
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Figure 6: (a) The credit varieties with the state changing.
The credit is consumed when Sburst while accumulated when
Smin. Base and burst are thresholds, limiting the traffic arrival
rates at Sbase and Sburst , respectively. (b) State transformation
determined by ECS available resource, the tenant credit, and
tenant traffic load.

the STB mechanism to smooth the tenants’ traffic entering
an ECS. Furthermore, we dynamically transiently the rate
allocated to each tenant so that this rate allocation can fully
utilize available resources, enabling work conservation.

We define the traffic of the tenant can be one of three states:
Smin, Sbase and Sburst . These states represent different traffic
rate control levels for tenants, corresponding to upper bounds
of resource utilization. In other words, each tenant can utilize
the resources according to their workloads as long as the
traffic arrival rate does not exceed the designated threshold for
a specific state. For equal-weighted fair sharing, the threshold
of state Sbase is set as the maximum processing rate divided
by the number of tenants5.

We utilize the credit to evaluate the resource utilization
over time. A tenant’s credit accumulates when it is under-
provisioned and is consumed when it is over-provisioned, as
illustrated in Figure 6a. Specifically, when the traffic arrival
rate exceeds the processing capability of allocated resources
(denoted as base), the tenant is over-using the resource, and
the credit is continuously consumed until its workload de-
creases. Conversely, when the traffic arrival rate does not
exceed the base, the tenant is under-using its resources, and
the credit is continuously accumulated. The credit balance
of a tenant can be negative optionally, allowing the tenant to
go into debt to support heavy loads when there are adequate
remaining resources. If a tenant’s credit is depleted and there
is an intense remaining resource, it will not be allowed to
consume additional resources.

At the beginning of the allocation of an ECS to a tenant, the
tenant is in the state Sbase. The state transformation is shown
in Figure 6b and illustrated as follows:
• In state Sbase, if the tenant’s credit is positive and its work-

load is heavy (i.e., arrival rate exceeds the rate threshold),
the state switches to Sburst , allowing the tenant to use the re-
sources yielded by other tenants. If the remaining resource
is abundant and its workload is light, the state switches to

5Practically, the threshold can be set according to the bandwidth that the
tenant subscribes to.
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Smin, so the tenant yields the idle resources.
• In state Smin, when the available resource is adequate, the

state can switch to Sbase when the tenant’s traffic is light
(i.e., the arrival rate is no more than the threshold), or to
Sburst when the traffic is heavy.

• In state Sburst , when the tenant’s traffic becomes light, the
state can switch to Smin if the resource is intense, or to Sbase
if its credit is positive.

8 Evaluation

CyberStar has been deployed and is publicly available in our
cloud. In this section, we demonstrate the online performance
of CyberStar and evaluate the proposed algorithms through a
testbed with realistic tenant traffic demands.

8.1 Elasticity
We demonstrate the elasticity based on CyberStar’s produc-
tion deployment.

Scaling Ability. We evaluate the elasticity of CyberStar in
the real system. Taking the load balancer (LB) as an example,
it produces load balancing for the clients’ traffic to access
the cloud service. We show the ability of the supported con-
nections to validate the scalability of CyberStar. We launch
client and service clusters to test the connection establish-
ment ability. Each cluster consists of 35 ECSs, and each ECS
is equipped with 32 vCPUs, 128GB memory, and 15Gbps
network bandwidth. The clients launch the connections with
a speed of 35 thousand connections per second for 60 min-
utes. As shown in Figure 7, the overall active connections
increase to 100 million. During this time, all connections are
successively established and maintained actively.
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Scaling Efficiency. We collect statistics from ten scaling
events to evaluate the scaling efficiency of CyberStar in the
production environment. The time is counted when the scaling
signal is received and stops when the traffic arrives at the new
ECSs as shown in Figure 8. The scaling events are completed
within a few seconds, and it is not correlated to the group
size of new ECSs. Furthermore, we collect the throughput
of a group that consists of 12 PP (marked as p0, ...,p11) to
demonstrate the procedure of scaling. As shown in Figure 8,
each node of this group reports its throughput to the monitor
every 10 seconds. At first, this group has 10 PP nodes, and the
scaling event is triggered at ∼400s. The scaling is completed
within 30 seconds, and the PP p10 and p11 receive the requests.
With the p10 and p11 joining in, the cluster is extended to 12
members and can process more traffic.

Burst Processing. To evaluate the capacity to process burst,
we collect realistic traces of 36 minutes four PPs from a
cluster. As shown in Figure 9, the requests arriving rate at the
cluster is about 0.5 Mrps (requests per second). The maximal
request arrival rate bursts up to 2× compared to the arrival
rate. The packets in three observed bursts and other small
bursts are absorbed efficiently.

To verify the efficiency of rate management, we analyze
the credit variation with requests’ arrival as shown in Figure
10. The base and burst requests process rates are 0.6 Mrps
and 1.7Mrps, respectively. The credit is accumulated from
2s to 15s as the PP request arrival rate is lower than its base
rate. The credit is consumed from 15s to 29s during the burst
arrives. Meanwhile, the burst is suppressed under the burst
rate and the state is in Sburst when the credit is sufficient.
The credit is run out starting from 29s, and the tenant’s state
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Figure 12: Performance of vDPU acceleration.

switches to Smin, allowing its sending rate not to exceed its
base rate. Based on this, the credit can efficiently evaluate and
control resource utilization by counting the arrival traffic.

Failure Recovery Efficiency. CyberStar can handle the ECS
instance failure. When a PP node fails, the user traffic can be
dispatched to the other healthy nodes. To assess the failure on
tenants’ traffic and validate the failure recovery efficiency, we
collect workload traces of VNF requests in an available zone
that encountered failover of one of their ECSs. As shown
in Figure 11, the failover of one ECS happened at ∼390s,
and the PPS of two tenants A and B slightly dropped and
recovered in a short time. The result shows that CyberStar
can seamlessly handle the redirected traffic from the failed
ECS without causing disconnection of the workflow. We also
evaluate the failure recovery in a cluster of four PPs. A PP p1
crashed at ∼273s as shown in Figure 9. The overall received
requests rate is reduced slightly for this PP crashing. After a
few seconds, the traffic is dispatched to healthy nodes and the
received and transmitted requests rate reverts.

8.2 Hardware Acceleration

The NFs deployed in ECSs offer throughput and latency that
are comparable to those deployed directly on single bare-
metal machines, thanks to the introduction of new trends in
bare-metal cloud, which achieves native CPU and memory
performance, along with para-virtualized I/O with minimal
overhead [76]. In CyberStar, we leverage multiple ECS host-
ing different physical machines to split the processing burden
and complement overall throughput equal to or even higher
than single bare-metal machines achieved. The throughput of
a single flow and the processing latency are determined by the
computation power of a single entity. Therefore, we evaluate
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the single-core performance of ECS with and without vDPU
acceleration to check whether the vDPU can complement
processing latency and throughput. The baseline is the PP
performance, where all packets go through the NF slow path.

Latency. We measure one-way latency between the traffic
generator and PP by sending 1 million 64-byte packets se-
quentially over active TCP connections. When all packets
go through vDPU, it achieves an average delay as low as
20.587µs, with a P99.9 delay ∼22.401µs and tail latency of
46.801µs. The latency diminishing is a benefit of the shorter
processing path and high-speed hardware.

Throughput. We evaluate the performance gain through
DPU offloading for network functions. In the experiment,
we perform the actions of NAT, encapsulation/decapsulation,
and encrypt/decrypt as they are basic operations of deployed
NFs. First, we offload a rule into vDPU to evaluate the pro-
cessing efficiency for different actions. As shown in Figure
12a, the throughput of vDPU performing NAT and encapsula-
tion/ decapsulation actions is 6.6× and 7.8× in comparison
with ECS, respectively. For the compute-intensive actions
encrypt/decrypt, its throughput improves by 43.48×. Then
we test the performance with the increasing number of flows.
As shown in Figure 12b, the throughput decreases with the
increasing flow table size. The flow table size affects the per-
formance of CPU-based PP for the lookup operation while
always maintaining stable performance for vDPU.

8.3 Resource Utilization
In the experiment, we use realistic traffic demands, reliability
strategies, and price models from production networks. We
collect three data sets with different scales, i.e., A, B and C,
listed in the ascending order of the number of tenants. A and
B contain traffic records from hundreds of tenants while C
contains traffic records from over 1000 tenants. The number
of available ECSs is set to 100 for each test, and the ECS
utilization threshold is set to 50%. Each data set contains
traffic records from the realistic cloud for several weeks.

We compare our algorithm with the enhanced version of
the First-Fit algorithm (FF), which is an online algorithm for
the multi-dimensional vector bin packing problem [32] [20],
and a specific weighted Best-Fit (BF) algorithm initially used
in the production network. As shown in Figure 13a, compared
with the FF and BF algorithm, the DRL-Base algorithm can
achieve ∼15%-25% lower cost. This result verifies that the
DRL algorithm can effectively utilize historical information
to learn delayed rewards. The DRL agent can automatically
explore the search space without the need to manually design
and tune heuristics with human experts. Compared with the
DRL algorithm without traffic prediction, the DRL agent
combined with traffic prediction can achieve ∼5%-10% lower
cost. This result shows that traffic prediction can effectively
help the DRL agent to make better decisions.

As depicted in Figure 13b, we conducted a performance
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Figure 13: DRL outperforms FF/BF under different traffic
loads and traffic prediction can improve DRL performance.

evaluation of both the DRL algorithm and BF algorithms us-
ing varying combinations of mixed NF requests. The datasets
employed in this experiment comprised requests for two dif-
ferent NFs, namely NAT and SLB. We systematically adjusted
the percentage of NAT requests from 10% to 90% and ran-
domly modified the weights of the BF algorithms ten times
(Figure 13b only displays three out of ten iterations with bet-
ter results). None of them managed to outperform the DRL
approach. This further underscores the challenge of tuning
BF weights to consistently yield superior and stable results,
especially when dealing with diverse types of NF requests.

9 Experiences and Lessons

Challenges in Meeting Customized Demands. Before the
integration of multiple NF services into CyberStar, each type
of NF service operated independently under separate depart-
ments. They provide their own NF service to users but those
NF services lack much collaboration or information sharing
among others. While each NF service may have been op-
timized within its domain, the combined NF service chain
presented to users is not the most efficient or effective. From
a user’s perspective, selecting the proper NF services from
a diverse range of options to meet their specific application
demands can be challenging without expert guidance.

A real-world example highlights these challenges. Enter-
prise customers often choose NF services from different re-
gions for the lowest prices, especially when they lack expertise
in specific areas. A customer establishes a service chain of
firewall-NAT-load balancer, but it chooses a firewall and a
NAT at Region R1, and a load balancer at Region R2. This
could result in user traffic taking roundabout routes through
different regions (R1-R2-R1), leading to significant delays.
However, since no service in the chain is aware of the com-
plete forwarding path, they cannot take any action to elimi-
nate these roundabout routes. When users complained about
poor performance, each service would independently trou-
bleshoot its own issues but find nothing wrong. Eventually,
the root cause of the traffic roundabout was manually dis-
covered through traffic tracing, and the ultimate solution is
guiding users to purchase the services in appropriate regions
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with the help of experts.
CyberStar provides a global view for customized demands.

Integrating NF services into a unified management platform
provides service providers with a comprehensive view of ser-
vice implementation and deployment, eliminating the barriers
that existed before. In the case mentioned earlier, CyberStar
establishes a closed-loop monitoring system, enabling end-to-
end performance optimization and ensuring the best service
quality. From a long-term perspective, with a wide range of
NF services integrated into CyberStar, it becomes possible to
intelligently generate specific plans for each user according
to their customized demands or provide the global view and
concise interfaces for users to select their preferred services.

Why Not Deploy on Kubernetes? The distinctions between
Kubernetes (k8s) and CyberStar can be delineated based on
several key aspects. First, k8s cannot deliver multi-tenant ser-
vices, as each pod in k8s serves only one tenant, whereas
CyberStar is explicitly designed to accommodate multiple
tenants simultaneously. Secondly, for services with state per-
sistence and synchronization requirements, k8s uses databases
to store and synchronize states. However, using a database for
state storage and synchronization may not meet the through-
put and latency demands of business logic processing. Net-
work function states need to be stored in memory. CyberStar
leverages the packet-pass-through method to achieve fast state
synchronization.

ECS Selection Perference. We structure the NF platform into
three tiers to leverage cloud elastic resources, enabling rapid
scaling with a few types of ECSs. However, efficiency and
reliability necessitate specific preferences in ECS selection.
We deploy loosely coupled network function components on
ECSs with varying configurations to match specific demands
for computational, memory, and networking resources. Given
the distinct software suites used in SC, FM, and PP, we deploy
SC and FM instances on compute-optimized ECSs, while PP
instances are deployed on network-enhanced ECSs. Compute-
optimized instances are optimized for applications requiring
high-performance processors, making them suitable for SC,
which handles service logic computing, and FM, which man-
ages the connections among SC and PP instances. Network-
enhanced general-purpose instances significantly improve net-
work throughput and packet forwarding rates, making them
ideal for the PP plane, which requires high-speed processing
and forwarding.

10 Related Work

Network Function Virtualization. Network function virtual-
ization has been widely studied in the last decade [42–44,71],
e.g., LB [56], VXLAN gateway [61], IPSec VPN [69]. Some
studies on NF virtualization mainly focus on the design of
specified functions [25, 57, 72]. However, addressing the di-
verse and extensive demands of network services often ne-

cessitates the creation of isolated clusters for each type of
network function. This approach is cost-ineffective due to
the lack of resource aggregation. Some efforts [34, 35, 44, 58,
60, 70] aimed to establish a more generalized NFV frame-
work. They either categorize NFs as monolithic instances
[58, 59] or additionally decouples NFs into two-tier architec-
tures [15, 44, 64, 70]. Monolithic VNFs suffer from shortcom-
ings like redundant development and optimization efforts on
common tasks across different NFs. Works [35, 44, 64, 70]
introduced state management mechanisms to improve scaling
performance. Other two-tier works [15, 19] depart common
processing from NFs to ease the management of separate NFs.
CyberStar mainly focuses on factors that limit the scalability
of cloud-native NF management including state, connection
complexity and tenant accessing cloud service through NFs.

Performance Optimization. A large number of works focus
on improving the performance of VNFs through different
optimization points. One is packet delivery acceleration like
Intel DPDK [39], ClickOS [55], NetVM [38, 75] that opti-
mize the packet delivery from NICs to VMs and between
VMs. Another line is hardware acceleration, e.g., FPGA,
GPU, and P4 switch [28, 48, 63, 73]. Generally, hardware-
based accelerators focus on NF characteristics to boost the
performance [18, 42, 43, 56, 61, 62]. APUNet [36] and G-
Net [74] make use of batching processing of GPU to enhance
the throughput for NFs. ClickNP [48] designs the FPGA-
based modular data plane to implement NFs quickly. Flow-
Blaze [63] uses the FPGA to accelerate the stateful NF data
plane. The design of the match-action unit can be accelerated
by the hardware flow table. CyberStar offloads the match-
action units in the shared hardware accelerator, optimizing
NFs and minimizing the involvement of the host CPU.

11 Conclusion
With the trend of migrating applications to the cloud, the
traditional NF architecture based on the bare-metal server
cluster is challenging to meet the elasticity requirements and
low costs. We introduce CyberStar, a cloud-native network
functions management platform to achieve high elasticity. We
describe the architecture of CyberStar, which leverages the
loosely coupled pooling resource to enable on-demand allo-
cation for packet processing, service computation, as well as
interconnection management through fabric abstraction. Cy-
berStar has been deployed for over four years and is publicly
available in our cloud.
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A Details of NF orchestration

A.1 Problem Formulation
We define the problem as the VNF placement problem target-
ing minimizing the overall ECS cost. The notations are listed
in Table 2 and the formulation is described as follows.
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Figure 14: Workflow of NFs scheduler

Symbol Description
V Set of VNF types
D Set of VNF requests from tenants
E Set of ECSs
U Threshold in shuffle sharding
O Maximum number of shared ECSs allowed by two tenants
Gi Number of ECSs to which the tenant requests i to be deployed
ke Cost of purchasing ECS e
xi

e Binary variable indicates whether request i is placed on ECS e.
ye Binary variable indicates whether ECS e is purchased
bi,ci,mi Bandwidth, computing and memory resource required by tenant request i
UBe,UCe,UMe Bandwidth, computing and memory utilization of ECS e
Be,Ce,Me Bandwidth, computing and memory resource capacity of ECS e

Table 2: Notations for problem formulation

Objective. The objective is to minimize the total cost of used
ECSs, which is determined by the price of all ECSs used
to handle VNF requests of tenants, shown as Eq. (1). Each
ECS is bought as a package of resources (CPU, memory, and
bandwidth), and its specification determines the ECS price.

min
ye

∑
e∈E

keye (1)

∑
i∈D

bi

Gi xi
e ≤UBeye, ∀e ∈ E (2)

∑
i∈D

ci

Gi xi
e ≤UCeye, ∀e ∈ E (3)

∑
i∈D

mi

Gi xi
e ≤UMeye, ∀e ∈ E (4)

Gmin ≤ Gi ≤ Gmax, ∀i ∈ D (5)

∑
e∈E

xi
ex j

e ≤ O, ∀i, j ∈ D, i ̸= j (6)

The constraints in Eq. (2)-(6) are explained below.

• Resource capacity constraints (Eq. (2), (3), (4)): The
percentage of ECS physical resources reserved by all re-
quests on it should not exceed the predetermined thresh-
old U for each type of resources.

• ECS allocation constraint: (Eq. (5)): Gi indicates the
number of ECSs used by tenant i, which can be formally
defined as ∑e xi

e =Gi, i∈D. This value ranges from Gmin
to Gmax to control the incidence caused by user "poison"
requests at shuffle-sharding algorithm [67].

• ECS overlap constraint (Eq. (6)): The number of shared
ECSs between two tenants should not exceed O. The
value of O is determined by operators.

Note that Eq.(2), (3) and (4) are used to capture multi-
dimensional resource attributes, while Eq.(5) and (6) are used
to capture reliability attributes.

A.2 DRL Approach
The VNF placement problem can be defined as a sequential
decision problem, where the agent needs to select a set of
ECSs for tenant requests sequentially. For each tenant, the
agent takes action, i.e., allocating ECSs for the tenant request,
so as to maximize the long-term reward that can be inferred
from Eq. (1). Note that the selection for the i-th tenant de-
pends on the allocation for (i-1) previous tenants due to the
constraints Eq. (2)-(6). Such sequential decision problems are
often formulated using Markov Decision Process (MDP).

Markov decision process is a tuple of (S ,A ,P ,R ,γ) where
S is the state space, A is the action space, P is the tran-
sition function, R is the reward function, and γ ∈ [0,1] is
the discount factor. After taking action At on state St , the
agent will observe the new state St+1 according to the transi-
tion function, and the corresponding reward Rt according to
the reward function. The objective is to find a policy π(s,a)
of selecting an action given a state so that we can obtain
the long-term reward, that is the total sum of discounted
rewards going forward Gt = ∑

∞
k=0 γkRt+k+1. Alternatively,

we can learn estimates for the optimal value of each action
Qπ(s,a) = Eπ[Gt |St = s,At = a] (the action-value function),
which is the expected future reward if taking action a at state
s and following the optimal policy. The optimal policy can
be easily found by taking the highest value of action-value
function Q(s,a) at state s.

For the VNF placement problem, the next state and reward
can be obtained using an environment emulator as shown
in Figure 14. The concrete definition of states, actions, and
rewards for our VNF placement problem is given as follows.

• State: The i-th state encapsulates available ECSs and the
resources required by the i-th tenant. Formally, Si =<
B,C ,M ,bi,ci,mi >∈ R3×|E|+3, where B ∈ R|E|, C ∈ R|E|,
M ∈ R|E| are vectors indicating the bandwidth, computing
and memory resources currently available on each ECS.

• Action: At the i-th state, the action is to select a set of ECSs
to assign to the i-th tenant. As a result, the action space
contains all possible combinations (of size from Gmin to
Gmax) of available ECS at the i-th state.

• Reward: We design the reward so that it will guide our
training algorithm to find an optimal policy for selecting an
action given a state. In other words, if following the optimal
policy for all the tenants, we can get the optimal long-term
reward, which has minimum cost on ECS. Specifically, the
reward for each action is set: 1) if the action contains Gnew
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Algorithm 1 Training Process
Require: S : State; N: Number of epochs; ε: The parameter of ε−greedy

strategy.
Ensure: The trained Q-network Q(s,a,θ)

Main routine
1: Initialize θ,θ′ parameters for the Q-network and the target network

respectively
2: Initialize replay buffer, and the tenant set T to be empty.
3: for episode = 1,2,3, ...N do
4: T =U pdatetenant()
5: for Each tenant Request t ∈ T do
6: St = GetState(t)
7: Generate a random number β ∈ [0,1].
8: if β < ε then
9: Select available ECSs with probability ε.

10: else
11: At = FilteringAlgorithm(Q(St ,a,θ)∀a), At is a set of ECS
12: end if
13: Execute action At in emulator and observe reward Rt and new

state St+1.
14: Store experiences (St ,at ,Rt ,St+1) for each ECS at ∈ At into the

replay buffer.
15: Select a minibatch of experiences from the replay buffer
16: Update the parameters for the Q-network using gradient decent

based on the minibatch to minimize the loss in Eq. (7).
17: After every C steps, save the Q-network as the target network.
18: end for
19: end for

Subroutines

• Updatetenant(): Update the tenant set containing the tenants
needed to be scheduled currently.

• GetState(i): Get the state S from environment about ECSs and
request i.

• RandomAction(): Randomly explore the action space until find-
ing an action that satisfies all the constraints.

• FilteringAlgorithm is shown in Algorithm 2

Algorithm 2 Filtering Algorithm
Require: Z: The score of each ECS; Gmin,Gmax: The minimum and max-

mum number of ECSs allowed to shuffle sharding; k: The parameter
trades off complexity and feasibility.

Ensure: A: The set of ECSs.
1: Resort ECSs in descent score;
2: Select top k actions in Z as the candidate ECSs set Z′;
3: Obtain all the combination ECSs O in Z′ with length in [Gmin,Gmax];
4: Remove the combination ECSs A′ ∈ O violate the constraints;
5: Calculate the reward of each A′ ∈ O denoted as RA′ ;
6: A = argmaxA′∈O RA′ ;

new ECS e, then R = −∑e∈Gnew ke, where the negative
value means higher cost and lower reward. 2) if the action
distributes the request to already used ECSs, the reward will
be computed based on the water level of used ECSs as R =

∑e∈Gnew(UBe +UCe +UMe)
−1. The reward is normalized

so that it falls in the range of [-1, 1].

Reinforcement learning (RL) learns the optimal policy
π(S,a) through episodes of interactions with the environ-

ment, where an episode is a sequence of state and action
(S1,A1,S2,A2, ...,ST ,AT ) and T is the number of current ten-
ant requests. RL is particularly appealing for sequential de-
cision problems in dynamic environments such as the VNF
placement problem. Unfortunately, one challenge as men-
tioned above is the combination complexity of the action
space. Furthermore, it is difficult to design a reward that could
lead to a solution satisfying all the constraints in Eq. (2)-(6).
To handle these issues, we simplify an action for our VNF al-
location MDP corresponds to selecting only one ECS instead
of a set of ECSs. Since each action corresponds to an ECS, the
values for all actions Q(s, a) given a state s form the ranking
of ECSs for the tenant request of the state s. The combinations
of ECSs within top-k highest values are filtered further by a
Filtering Algorithm to select a set of suitable ECSs satisfying
constraints in Eq. (2) - (6). By doing so, we effectively reduce
the action space of our MDP, and the Filtering Algorithm only
needs to work with a constant number (k) of most potential
ECSs produced by Q(s,a).

In this paper, we modify the Double Deep Q-Network
(DDQN) algorithm to integrate our Filtering Algorithm. The
main idea of DDQN lies in three folds: 1) it represents Q(s,a)
as a deep neural network parameterized by θ and denoted by
Q(s,a,θ). Here we use Multilayer Perceptron (MLP) to repre-
sent our Q-network Q(s,a,θ); 2) it uses a replay buffer U(D)
of (St ,At ,Rt ,St+1) to save experiences and improve the data
efficiency; and 3) Q(s,a,θ) is saved periodically to a target
network Q(s,a,θ′). The parameter θ is learned by optimizing
the following loss:

L(θ) = E(St ,At ,Rt ,St+1) U(D)[(Rt + γ∗Zt −Q(St ,At ,θ)]
2 (7)

where Zt = Q(St+1,At+1,θ
′) is the target value calculated by

the target Q-network (θ′) for the state St+1 and the action
At+1. Here, the action At+1 is drawn from the set of suitable
actions (ECS) selected by the Filtering Algorithm. This is
different from the standard DDQN where At+1 is drawn from
the Q-network Q(s,a,θ) instead of the Filtering Algorithm.
Offline Training. The parameter θ is updated using gradient
descent by drawing sample tuples from the memory reply
U(D). Our Training algorithm and the Filtering Algorithm
are displayed in Appendix A Algo.1, and 2. The workflow
of the scheduling system in Figure 14 summarizes the main
components and the interactions between them in our RL
approach.

Online Running. The online running of Algo.1 is triggered
by three events, including new tenant arrival, ECS scaling
down, and scaling up. The DRL agent accepts VNF requests
from new tenants in real time and calculates the allocation
result. The scaling down and scaling up events are detected by
regularly checking the utilization of ECSs. Once the utiliza-
tion of some ECSs is larger than the upper bound threshold,
we need to scale up and reallocate resources to compensate
for extra traffic. On the other hand, scaling down is needed
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when the utilization falls under the lower-bound threshold,
indicating the low utilization of some ECSs. As a result, VNF
instances will be reallocated and unnecessary ECS can be
freed. The DRL agent periodically obtains state information

of all ECSs from the platform. It stores each state transition,
corresponding action and reward to periodically update the
DQN model.
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