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Abstract—RDMA over Converged Ethernet (RoCEv2) has
been widely deployed to data centers (DCs) for its better
compatibility with Ethernet/IP than Infiniband (IB). As cross-
DC applications emerge, they also demand high throughput, low
latency, and lossless network for cross-DC data transmission.
However, RoCEv2’s underlying lossless mechanism Priority-
based Flow Control (PFC) cannot fit into the long-haul trans-
mission scenario and degrades the performance of RoCEv2. PFC
is myopic and only considers queue length to pause upstream
senders, which leads to large queueing delay. This paper proposes
Bifrost, a downstream-driven lossless flow control that supports
long distance cross-DC data transmission. Bifrost uses virtual
incoming packets, which indicates the upper bound of in-flight
packets, together with buffered packets to control the flow rate.
It minimizes the buffer space requirement to one-hop bandwidth
delay product (BDP) and achieves low one-way latency. Real-
world experiments are conducted with prototype switches and
80 kilometers cables. Evaluations demonstrate that compared to
PFC, Bifrost reduces average/tail flow completion time (FCT)
of inter-DC flows by up to 22.5%/42.0%, respectively. Bifrost is
compatible with existing infrastructure and can support distance
of thousands of kilometers.

Index Terms—datacenter, flow control

I. INTRODUCTION

In recent years, the scale of data centers (DCs) infrastructure
has expanded massively to support the demand for scientific
research, big data processing, and artificial intelligence. Ap-
plications that rely on cross-DC networks are emerging to
solve new problems. Large cloud service providers (CSPs)
deploy multiple small DCs across a region to serve the
densely populated area due to the limited resources such as
land, energy, and connectivity [1]–[6]. Besides, many data-
intensive applications, e.g., data analytics [7]–[9], machine
learning [10], graph processing [11], [12] and super comput-
ing [13]–[17] involve large sets of data spread across DCs.
These cross-DC applications also have to consider data privacy
regulations which may prevent data movement across regions.

Remote Direct Memory Access (RDMA) has been widely
used in DCs that achieves high performance, which benefits
from kernel bypass technique and the support of an underlying
lossless network [18]–[21]. Infiniband (IB) [22] and RDMA
over Converged Ethernet (RoCEv2) [23] are the state-of-
the-art RDMA protocols. IB is designed as an independent
dedicated protocol and has been deployed in high performance

computing (HPC) [14]. However, IB is expensive and hard to
deploy to heterogeneous network systems. On the other hand,
RoCEv2 has a similar performance as IB but with the merits
of better compatibility with Ethernet/IP protocols and better
portability. As a result, it is a trend for RoCEv2 to become a
widely used RDMA protocol [24]–[27].

As cross-DC applications emerge, they also demand a high
throughput, low latency, and lossless network that supports
cross-DC data transmission. It is a natural design choice to
apply RoCEv2 to the cross-DC scenario to extend its high
performance while benefiting from its economy, compatibility
and portability with the current intra-DC applications, e.g.,
Microsoft Azure [28] deploys RoCEv2 across DCs to improve
the performance of its storage traffic.

RoCEv2 cannot be migrated to cross-DC efficiently because
the underlying flow control cannot fit into the long distance
transmission. The long-haul high bandwidth link introduces
a large round-trip-time (RTT) and bandwidth delay product
(BDP), which delay the network signals and cause large
queueing delay. Priority-based Flow Control (PFC) is used
in RoCEv2 which checks the queue length at the downstream
port and sends pause frames to the upstream when congested.

Our observation (§III) is that PFC is myopic, which only
considers queue length to reflect congestion and controls the
sending rate accordingly. As a result, the downstream port of
PFC cannot accurately determine the current network status,
leading to the demand for ample buffer space to maintain high
throughput and increasing queueing delay consequently.

In light of the above observation, this paper extends Ro-
CEv2 to long distance inter-DC link by proposing Bifrost,
a downstream-driven lossless flow control that uses in-flight
packets together with queueing packets to control the flows.
In-flight packets serve as foresight for Bifrost to make precise
control decisions and thus achieve high performance in long
distance transmission.

We solve several challenges when making the design deci-
sions (§IV-A).

1) How to obtain in-flight packets at the downstream port
without specific upstream information? Bifrost down-
stream port takes full control of upstream sending rate
and proposes an idea of virtual in-flight packets to indi-
cate the upper bound of in-flight packets by maintaining
a history of previous pause decisions (§IV-B).979-8-3503-0322-3/23/$31.00 ©2023 IEEE
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2) How to achieve the minimum buffer usage with the
lossless feature and high performance at the same time?
We theoretically prove that Bifrost can minimize buffer
usage to almost one BDP when fitting the restrictions of
the lossless feature and no throughput-loss (§IV-C).

3) How to implement and deploy Bifrost to be compatible
with the Ethernet/IP protocol stack? Bifrost can be
implemented by making a slight modification to the
downstream port of PFC without changing the pause
frame format, which means it does not conflict with the
Ethernet/IP protocol stack (§V).

We have implemented a prototype switch of Bifrost (§V)
and deployed it to a real long distance transmission scenario
to verify the feasibility and performance. We also evaluate
the performance of Bifrost in cross-DC environment with ns-
3 simulations (§VI). Compared to PFC with the same buffer
size, Bifrost reduces average flow completion time (FCT) and
tail FCT of inter-DC flows by up to 46.8% and 56.3% and
reduces the overall average and tail FCT by 55.2% and 63.5%
under the production workload in the simulations. Bifrost
does not restrict the link length and can support the DCI for
thousands of kilometers. Bifrost extends RoCEv2 to the cross-
DC transmission without performance compromise.

II. BACKGROUND

A. The emerging cross data center application

With the rapid development of cloud services and high
performance computing (HPC), interconnection between data
centers (DCs) is emerging to support diverse applications. The
need for cross-DC applications comes from several reasons.

First, limited lands, power, and connectivity have restricted
the scaling of large DCs. Large cloud service providers
(CSPs) have taken the strategy to employ a collection of
DCs connected through dedicated fibers to serve a region
instead of one mega-DC, which is coined data center inter-
connections (DCI) [4]–[6], [29]. The DCI fiber length could
range from tens of kilometers for city-wide interconnection to
thousands of kilometers for nationwide interconnection. China
also proves a national computing system that interconnects
supercomputing hubs and DC clusters across the country to
solve the issue of imbalanced resource distribution in the
country [17], [30]. It leverages computing hubs in the west,
where land prices and electricity costs are low, to serve the
computing demand from the east.

Second, many data-intensive applications involve large sets
of data spread across DCs and adopt a ”move computation
to data” paradigm, e.g., cloud services [28], [31]–[34], data
analytics [7]–[9], machine learning [10] and graph process-
ing [11], [12]. Besides, the Energy Sciences Network [13],
InfiniCortex [14], [15] and InfiniCloud [16] are built to connect
supercomputing centers across the nation and continents for
scientific research.

Third, federated cloud computing is proposed for data
privacy management and international digital sovereignty re-
quirements [35], [36]. Many countries and organizations have

(D)
(Rd)

upstream port downstream port

sending rate draining rate

one-way-delay

(Rs) XOFF XON

packets-on-the-wire
+

pause/resume frame

Headroom

Fig. 1: PFC controls flow rate according to the queue length.

set up regulations of data privacy protection that restrict data
movement and in turn require more design for these geo-
distributed systems [37]–[39].

The traffic across the DCs can be classified into three
categories: (1) interactive traffic that is sensitive to delay
(e.g., user request in distributed services and databases across
DCs that triggers cross-DC communication); (2) elastic traffic
that requires delivery within seconds or minutes (e.g., data
updating across DCs); and (3) background traffic without
strict requirements but tends to desire high throughput (e.g.,
data backup for fault tolerance and provisioning activities for
performance) [1]–[3], [40], [41]. These traffic patterns over
the long-haul link demand a well-designed underlying network
that provides low latency and high throughput.

B. Flow control for RDMA
Remote Direct Memory Access (RDMA) is a technology

that achieves high throughput, low latency, and less CPU
consumption through kernel bypass technique and has been
widely used in DCs for HPC. Infiniband (IB) [22] and RDMA
over Converged Ethernet (RoCEv2) [23] are the state-of-
the-art RDMA protocols. IB is designed as an independent
dedicated protocol and has been deployed in HPC. However,
IB is expensive, and the dedicated protocol leads to poor
compatibility that cannot be easily deployed to heterogeneous
network systems. RoCEv2 is designed to be compatible with
Ethernet/IP protocols without performance compromise. Con-
sequently, it is a trend to deploy more RoCEv2 in DCs rather
than IB [24]–[28], [42].

RoCEv2 requires a lossless network (i.e. no switch buffer
overflow) to guarantee the performance [43]–[45], which is
supported by Priority-based Flow Control (PFC) [46] by
default. As shown in Figure 1, for each priority queue, the
downstream port generates a pause frame when the ingress
queue length exceeds a threshold (XOFF) and sends it to the
upstream port to pause the flow. When the ingress queue length
decreases below a threshold (XON), the downstream port sends
a resume frame to the upstream to resume the transmission.
The difference between the total ingress buffer size and XOFF
is the headroom to accommodate the in-flight packets. If the
headroom is larger than the one-hop bandwidth delay product
(BDP), buffer overflow can be avoided.

SWING [47] is proposed to mitigate the issue caused by
PFC. It decouples the switch buffer and the flow control signal
by adding an extra relay device at the DCI. The DCI switch is
only responsible to trigger flow control signal, while the relay
device accommodates packets and forwards the signal.

CBFC [22] is the lossless flow control integrated with
IB. The downstream port maintains the sum of total blocks
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received and available buffer space, named Flow Control
Credit Limit (FCCL), where one block is 64 bytes [48]. The
upstream port maintains the total blocks sent, named Flow
Control Total Blocks Sent (FCTBS). The difference between
FCCL and FCTBS is the available credits for the upstream to
decide whether to send out a packet.

Besides the lossless flow controls, there are also lossy
solutions for RoCEv2. Improved RoCE NIC (IRN) [49] is an
approach designed to be compatible with RoCEv2 and per-
forms better than RoCEv2 with PFC within DC. IRN uses an
end-to-end flow control with selective retransmission to deal
with packet loss. The IRN sender maintains a sliding window
implemented in a bitmap for the selective retransmission and
also to bound the in-flight packets.

III. MOTIVATION

A. Extending RoCEv2 to cross-DC

Nowadays, with the increasing demand for cross-DC com-
munication, network for DC interconnection should be a new
area of concern in the future. The trend of the emerging
high performance cross-DC applications implies the under-
lying support of high-throughput, low-latency network. Since
RDMA has gained popularity in the intra-DC environment, we
raise the idea of applying RDMA to the cross-DC scenario to
extend its high performance. Specifically, we choose RoCEv2
over IB as the basis.

There are several reasons for this decision. First, RoCEv2-
based transfer is not bound to the CPU computation limit but
to the host memory bandwidth, which is readily scalable. Very
high capacity flows can efficiently transfer between server
nodes as a result [14]. We expect RoCEv2 to bring high
performance in the cross-DC scenario. Second, it would take
little effort to migrate RoCEv2 to the cross-DC scenario since
it is well compatible with Ethernet/IP network. Third, using
RoCEv2 in both intra-DC and cross-DC applications keeps
the software development consistent and portable. Fourth,
RoCEv2 hardware that has been deployed in DCs can be
directly utilized for cross-DC data transmission so that no
update is required for intra-DC devices. To summarize, it
would be cheap and easy to develop high performance cross-
DC applications by extending RoCEv2 to inter-DC links.

IB is not preferred to RoCEv2 not only because of the
poor compatibility, but the flow control message’s format
also limits the distance it could support [50]. There are 12
bits in the CBFC message for the FCCL, which implies the
available credits. The credits should be larger than one BDP
for correctness. This format limits IB to at most 1 kilometer for
a 100 Gbps link. Though it is possible to change the block size
or the format to support a longer distance, it would increase
the cost of configurations and management.

B. Lossless flow control is not good enough

PFC, the underlying flow control that provides a lossless
network for RoCEv2, is responsible to support high throughput
and low latency data transmission. However, the long-haul
links with large round-trip-time (RTT) introduce several issues
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time
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Fig. 2: PFC downstream port queue length in the worst case.

to PFC. We use the model in Figure 1 to illustrate the
problems. Rs is the bandwidth of the long-haul link, and Rd

is the full draining rate of the ingress buffer. D is the one-
way-delay of the long distance link.

We first clarify the two goals when considering cross-
DC transmission. First, the downstream buffer is not allowed
to overflow because zero packet loss is the native goal of
PFC. Second, the downstream switch should encounter no
throughput-loss. We define throughput-loss as the egress of
one switch is ready to send packets, but the queue contains
no packets, leading to the draining rate drops to zero. The
reason for throughput-loss is that the upstream of this switch
has been excessively paused by the flow control. In the case of
long distance transmission, it takes a long delay for the resume
message to transfer from the downstream to the upstream.
During this period, the downstream ingress queue could be
drained so that it has to wait for the data packets to arrive. Link
bandwidth is not fully utilized when throughput-loss occurs.

How to avoid buffer overflow? When the queue length
exceeds XOFF threshold, the downstream port sends a pause
frame to the upstream. The worst case is when the upstream
port is sending packets at its line rate while the downstream
switch draining rate drops to zero and lasts for a long time,
as shown in Figure 2(a). It takes a one-way-delay D for the
pause frame to arrive at the upstream and takes effect, during
which time the downstream queue will receive RsD packets.
The upstream port pauses the flow immediately, but there have
already been RsD in-flight packets. It takes 2D time for the
downstream port to receive all the packets since it sent pause
frames, so the downstream port needs a headroom of at least
2RsD to accommodate all the packets, which is one BDP.

How to ensure no throughput-loss? When the queue length
decreases below XON threshold, the downstream port sends
a resume frame to the upstream. Similarly, the worst case
is when the upstream port has been completely paused and
the downstream link starts to send at line rate, as shown in
Figure 2(b). The packets buffered at downstream queue should
be at least 2RdD, otherwise, the downstream link will be
drained and lead to throughput-loss.

If we configure XOFF and XON to be the same value, the
buffer size of downstream port should be at least 2D(Rs +
Rd). In fact, Rd could be assumed to be equal to Rs as the
typical case. If Rd > Rs, it makes no sense to guarantee
no throughput-loss. When Rd < Rs, the bandwidth of the
expensive long-haul link is wasted, which is not the case in
actual production. Thus the typical buffer reserved for PFC is
2 BDP. The large buffer space increases the flow latency due
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to the large queueing delay.
The critical reason PFC reacts untimely and needs a deep

buffer is that the downstream port makes a choice only by
considering the current queue length. The queue length reflects
the current congestion status of the network but does not
contain other information about the network. The downstream
port is unable to know whether the queue is increasing
or decreasing. As a result, the configured threshold has to
consider both cases, leading to a long queue and large buffer
requirement. This issue is summarized as myopic.

Microsoft Azure [28] tackles the problem by simply adding
off-chip DRAMs and leveraging shared memory between
switch ports. The off-chip DRAM cannot meet the requirement
of high performance transmission of DCI switch in high load
and it does not reduce the queueing delay. SWING [47]
addresses the issue of PFC by decoupling the flow control
signal from the packet buffer. However, SWING’s flow control
is still triggered by queue length threshold, which cannot react
to congestion swiftly because of the same myopic issue as
PFC. As a result, SWING has sub-optimal performance as it
is not fine-grained.

C. Lossy solutions have poor performance

Lossy solutions allows packets dropped by switches and
the sender retransimits lost packet when particular event is
triggered. IRN for RoCEv2 and traditional TCP are the typical
lossy solutions.

Contrary to PFC, IRN sender emits all packets within a
sliding window (i.e., a bitmap), and the switches drop packets
when encountering buffer overflow. The fixed-size sliding
window bounds the number of inflight packets and influences
the performance of data transmission. As discussed by [47],
IRN can achieve good performance with a well-designed
topology where RTTs between hosts are close. However, inter-
DC long-haul transmission introduces extremely larger RTT
than intra-DC links. IRN’s static bitmap is too rigid to balance
the intra-DC and inter-DC traffic simultaneously.

Furthermore, lossy solutions like IRN and TCP are not
suitable for cross-DC transmission by its nature. It is difficult
for the sender to perceive packet loss in time when congestion
occurs at downstream DC. Packet retransmission also intro-
duces high flow latency due to the large inter-DC RTT. Lossy
solutions can not meet the requirements of high throughput
and low latency for the cross-DC applications.

IV. DESIGN

We propose a new lossless flow control, Bifrost, for long
distance cross-DC links. Bifrost aims to use the minimum
buffer while fitting the restrictions of lossless feature and no
throughput-loss at the same time.

A. Insight and challenges

Packets transition through four states when transmitted from
the upstream to the downstream, as shown in Figure 3:
1) in-upstream-queue, 2) in-flight, 3) in-downstream-queue,
and 4) outgoing. The transition from in-downstream-queue to

Controlled by 
FC

Congestion 
point

in-upstream-
queue in-flight in-downstream-

queue outgoing

Bifrost monitoring

PFC monitoring

Fig. 3: Packets transition through 4 states when transmitting from
upstream to downstream.

outgoing at the downstream egress depends on the congestion
status, while the transition from in-upstream-queue to in-flight
at the upstream egress is controlled by flow control. Flow
control is responsible for adjusting the flow rate between
upstream egress and downstream egress. Therefore, insights
are that in-flight packets should be considered together with
in-downstream-queue packets to make rate control decisions,
rather than just queue length like PFC.

An ideal flow control should keep the upstream sending
rate consistent with the downstream draining rate with a delay
of one D (i.e., one-way-delay). One D is required for the
downstream’s signal to arrive at the upstream. Similar to the
analysis in Section III-B, there needs to be at least one BDP
of buffer space to accommodate the inflight packets, which
is the minimum buffer required for any lossless flow control
based on downstream port signals.

Here we face several challenges in designing a new flow
control. First, we need to infer the in-flight packets at the
downstream port when making control decisions since it lacks
the upstream information. Second, we need to guarantee a
minimum buffer usage of one BDP to fit the requirements
of lossless feature and no throughput-loss at the same time.
This indicates that the flow sending rate should be precisely
controlled according to the draining rate. Third, Bifrost should
be compatible with the existing Ethernet/IP architecture and
support a wide range of distances.

We address these challenges as follows. Instead of attempt-
ing to obtain the in-flight packets on the link, Bifrost down-
stream port maintains an upper bound of the incoming packets
for the next RTT. Figure 4 describes the idea. The upstream
port sending rate is fully controlled by the downstream with
continuous pause messages. If the downstream port records
the pause messages it has sent in the last RTT, it could infer
the incoming packets of the next RTT from the history. For
example, suppose that there is a long flow sending across
the link. During the first D time, the downstream port sends
pause frames every 10 µs each with a pause time of 5 µs.
In the next D time, the downstream port stops sending pause
frames. Then at the moment of 2D, the downstream expects
to receive 0.75 BDP in the next RTT, because there are 0.25
BDP of packets on-the-wire and the pause frames on-the-
wire will be transitioned to 0.5 BDP packets D time later.
However, the upstream does not always have packets to send,
so the pause history of the downstream is an upper bound
of the actual incoming packets. We name the upper bound
of incoming packets indicated by the pause history virtual
incoming packets.

By leveraging the virtual incoming packets and queue length
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Fig. 4: Bifrost leverages virtual incoming bytes and queue length to
make a pause decision to control the flow rate.
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Fig. 5: Bifrost downstream port queue length in the worst case.

together, Bifrost predicts the buffer occupation in the near
future and issues a forethoughtful pause message. In other
words, the downstream port does not have to wait for the
queue length to grow or shrink and then notify the upstream
but notifies it in advance. In this way, the downstream port is
farseeing rather than myopic, leading to less buffer usage and
higher performance.

B. Bifrost design

We design Bifrost to work similarly to PFC, but in a fine-
grained manner. Bifrost downstream port sends a pause frame
carrying an elaborately calculated pause time periodically to
fully control the sending rate of the upstream port. The length
of time slot is denoted as T , which is configured to be far
smaller than the one-way-delay D. The calculation of pause
time takes both the current ingress queue length L and F into
account, where F is the virtual incoming bytes in the duration
of RTT + T . Since the control message only contains pause
time, which is irrelevant to the distance of the link, Bifrost does
not have distance limitation as to CBFC. Figure 4 describes
the workflow of Bifrost and the algorithm is described in
Algorithm 1. The blue text in Algorithm 1 is for special
case handling, which is illustrated in Section IV-D. Table I
summarizes the notations used in the paper.

We use an example to demonstrate the basic workflow as
shown in Figure 5. Rs is the bandwidth between the upstream
and downstream port, and ∆ is the BDP along the link. H is
the total queue buffer reserved for this queue. Suppose the link
is sending a long flow at its line rate initially. The queue length
of the downstream is close to zero, and the virtual incoming
bytes is one BDP. Then congestion occurs, and the draining
rate drops to zero, leading to an immediate increase in queue
length. Bifrost infers that there could be one BDP of bytes
incoming when congestion occurs, so it starts to send a pause
frame to the upstream every time slot to stop the sending.
If the congestion persists, the queue length continues to grow
so that Bifrost persistently pauses the upstream and the virtual
incoming bytes decrease commensurately. At last, it will reach
a state where the sending rate equals the draining rate because

TABLE I
NOTATIONS IN THE DESIGN.

Notation Meaning
T Time slot
∆ BDP
F virtual incoming bytes
L Current ingress queue length
H Total queue buffer
Rs Sending rate
D One-way-delay

Algorithm 1: Bifrost downstream port algorithm (blue
text is for pause frame leaking handling).

Input: BDP ∆, time slot T , sending rate Rs, queue buffer
reserved H and H ≥ ∆+RsT , pause frame leaking
handling parameter k

Output: pause frame with specified pause time
1 F ← ∆+RsT // Initiate the port
2 for every time slot T do
3 L← current queue length
4 r ← bytes received during last time slot
5 n← current time slot number
6 p← Bifrost update(L, r, n)
7 if p > 0 then
8 generate frame and send(p)

/* calculate pause time p and update F */
9 Function Bifrost_update(L, r, n):

10 c← min(RsT, H − L− F )
11 ĉ← c

/* for every k time slots */
12 if n%k == 0 then

/* deduct over-granted bytes */
13 ĉ← max(0, c− (L+ F −H))

14 p← T − ĉ/Rs

15 F ← min(∆ +RsT, F − r + c)
16 return p

of the periodic pause frames sent by the downstream. This
indicates that Bifrost starts to decrease the sending rate as
soon as congestion occurs, which is one D earlier than PFC.

Next, we need to decide how the pause time is calculated
precisely. If the draining rate drops, fewer packets will be
sent out from downstream during the time slot, causing an
increase in the queue length, which indicates the difference
between received bytes and drained bytes during this time
slot. So the upstream should send fewer bytes accordingly.
However, instead of monitoring the change in queue length, we
use the buffer remaining to reflect this change. The calculation
is shown in Algorithm 1 line 10-14. Bifrost first calculates
a granted bytes c to indicate how many bytes the upstream
is allowed to send in the time slot one RTT later, and the
granted bytes c is no more than RsT . H − L − F indicates
the available buffer space at this moment with consideration
of virtual incoming bytes. As the queue length grows, granted
bytes c would decrease. Granted bytes c will be transformed
to pause time p and sent out through the pause frame.

At last, Bifrost maintains the virtual incoming bytes with
counter r and the granted bytes c calculated. To illustrate
the underlying logic, we define F (t) as the downstream port
virtual incoming bytes at time t, which is equal to bytes
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t − T t t + RTT t + RTT + T

F(t − T)

F(t)r

c

datagram-on-the-wire pause-frames-on-the-wire

Fig. 6: Relationship between variables in Bifrost at adjacent time
slots.

received from time t to time t+RTT + T . So here we have
the problem of how to update from F (t − T ) to F (t). The
logic is illustrated in Figure 6. The granted bytes, in the form
of pause time, will arrive at the upstream port after half of
the RTT and take effect after another half of the RTT. That is
to say, the granted bytes c calculated at time t indicates bytes
received during time t+RTT to t+RTT + T . Meanwhile,
r is the bytes received during time t−T to t. As a result, we
have F (t) = F (t − T ) − r + c, corresponding to line 15 in
Algorithm 1. We bound F to be less than ∆+ RsT because
of the definition of F .

C. Bifrost analysis

1) Why does Bifrost fit the restrictions: The condition for
Bifrost to work is that H should be larger than ∆ + 2RsT .
Due to the limited space, we give a brief analysis here and
put the full mathematical proof in the online Appendix [51].

Since Bifrost divides time into slots and updates variables
at the end of every time slot, we denote the variables at the
n-th time slot with a subscript n. Specifically, we use Ln,
Fn, and cn to denote the downstream port queue length, the
virtual incoming bytes, and the granted calculated at the end
of the n-th time slot. We use rn to denote the bytes received
during the n-th time slot and R̃n to denote the downstream
port average draining rate during the n-th time slot. So we
have ∀n ∈ N+, R̃n ≤ Rs. In addition, ∆ is the BDP of the
long distance link.

The design goals of Bifrost fall into two folds. (1) Bifrost
is lossless means that ∀n ∈ N+, Ln ≤ H . (2) Bifrost has no
throughput-loss means that Ln will not be negative, i.e., ∀n ∈
N+, Ln ≥ 0. With the Bifrost algorithm, if we configure H to
a value larger than ∆+ 2RsT , we can have the Theorem 1.

Theorem 1: ∀n ∈ N+, ∆+RsT ≤ Ln + Fn ≤ H .
Theorem 1 is consistent with our analysis in Section IV-A.

According to Algorithm 1, if the queue length L increases
because congestion occurs, the granted bytes will decrease and
further decrease the virtual incoming bytes F correspondingly,
and vice versa. L and F are a pair of variables that if one
increases, then the other one would decrease. Finally, the sum
of L and F will always be between ∆+RsT and H .

Since Fn is defined as the virtual incoming bytes during
time RTT +T , there should be 0 ≤ Fn ≤ BDP +RsT . With
the Theorem 1, Ln ≤ H − Fn ≤ H so that the buffer never
overflows, and Ln ≥ ∆+RsT − Fn ≥ 0 so that Bifrost will
not have throughput-loss. To sum up, Bifrost fits the restriction
of providing a lossless network without throughput-loss.

2) Difference between Bifrost and PFC: Figure 5 describes
how the Bifrost downstream port queue length varies in the

worst case, where we configured H = ∆+3RsT . PFC requires
a buffer of 2∆ as discussed in Section III-B. Contrarily, Bifrost
requires almost half the buffer reserved compared to PFC
because RsT is far smaller than ∆. Besides, the downstream
port can quickly react to congestion (i.e., at most after time
2T ) and send out the pause frame, which is earlier than PFC
by 1D.

3) Bandwidth cost by pause frames: The cost of the pause
frames created by Bifrost is negligible. The pause frame is
only sent when the pause time calculated is non-zero at each
time slot. The time slot is configured to tens of microseconds,
e.g., 10 µs, and one pause frame is 64 B. For a 100 Gbps link,
it will only cost at most 0.05% of the total bandwidth for the
pause frame.

Bifrost provides a near-optimal per-hop lossless flow con-
trol which can be a replacement for PFC. It is feasible to
apply Bifrost to traditional Ethernet and even in the intra-DC
environment. However, since Bifrost focuses on the inter-DC
environment and targets high performance networks, cross-DC
RDMA is better suited for Bifrost than the traditional network
technology.

D. Special cases handling

Bifrost algorithm above is demonstrated without considering
special cases. First, the pause frame may not be sent immedi-
ately after being generated because there could be a packet just
in the process of transmission along the same link so that the
MAC of the switch has to wait for the packet transmission
to finish and then send out the pause frame. Second, the
optical fiber’s propagation delay can fluctuate in the order of
nanoseconds for a link of hundreds of kilometers [52]. The
pause time of one frame is bounded to one time slot T , and
is scheduled to be sent with period T . If the pause frame is
blocked by a packet-being-sent or delayed by the optical fiber,
it will arrive late at the upstream port, when the upstream port
has already started sending new data packets. This leads to the
upstream port pausing less and sending one more packet than
the downstream port expected. Besides, any unexpected delay
inside the downstream switch, e.g., computing delay, or data
movement delay, may also cause the same issue in the long
run. We name this issue as pause frame leaking.

Theorem 1 points out that ∀n ∈ N+, L + F ≤ H when
no pause frame leaking occurs. If one pause frame leaks l
bytes, then the downstream port updates the F as usual, but the
upstream port sends more bytes (i.e., l) than the downstream
port expects. Those bytes will finally lead to L larger than
expected by l and cause L+ F > H . As a result, Bifrost can
check the L + F periodically to see if it exceeds H to infer
whether there is a pause frame leaking. The value L + F −
H indicates the ”excessively granted” bytes before, and thus
Bifrost can deduct them in the future to recover. The blue text
in Algorithm 1 handles the pause frame leaking.

Besides, there needs to be another small headroom reserved
for the queue to avoid buffer overflow in the worst case. If
Bifrost checks the L + F every k time slot, the worst case
is that each of the k pause frames waits until a packet with
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maximum transmission unit (MTU) to send. The upstream will
overly send k×MTU bytes data leading to L+F −H = k×
MTU. Therefore, an extra headroom of k×MTU is required
to prevent buffer overflow in the worst case.

The value of k is chosen according to the buffer size
available. If the buffer is sufficient, we can configure a larger
k. However, for ordinary cases, buffer overflow caused by
pause frame leaking merely occurs when L actually exceeds
the buffer reserved (i.e., the draining rate drops to zero and
lasts a long time), which happens infrequently in production.
As a result, neither performance nor correctness of Bifrost is
sensitive to the parameter k.

V. IMPLEMENTATION

Bifrost reuses the PFC pause frame format. The upstream
port of Bifrost behaves the same as PFC, and the downstream
port integrates the strategy described in Algorithm 1. The main
difference is that Bifrost is triggered by time slot instead of
by queue length threshold. Besides, Bifrost can reutilize the
priority queues management of PFC. As the modification is
moderate, Bifrost is compatible with the current Ethernet/IP
network and is easy to implement and deploy.

We prototype Bifrost on a commodity switch provided by
Huawei [53]. The switch integrates an on-chip co-processor
that provides the capability to perform complex computing on
the data plane. The co-processor reads the queue length from
the ingress buffer and the RX bytes from MAC every time slot
T . It maintains the virtual incoming bytes F and stores the
RX bytes of the last time slot, which is used to calculate r. It
then performs the Bifrost downstream algorithm and generates
the PFC pause frame.

The configuration of time slot T has two constraints. First,
it has to be larger than the internal delay of the switch, which
includes the computation time, pause frame generation time,
pause frame moving delay through the internal bus, and the
delay in MAC. The delay is ∼1 µs. Second, it is limited
by the buffer available for Bifrost, the one-way-delay, and
the PFC frame pause time field. (1) Based on our analysis
in Section IV-C, Bifrost requires a buffer size of at least
∆ + 2RsT , i.e., a large T leads to a large buffer reserved.
(2) T should be smaller than the one-way-delay; otherwise,
it could not react in time. (3) The PFC frame pause time
16 bits field represents the time it costs to transmit data at
line rate, which indicates at most 65535 quanta, equaling 4
MB. CT should be less than 4 MB consequently. To meet
both the constraints, we configure T to be 10 µs. Evaluation
shows that the performance of Bifrost is not sensitive to T
(Section VI-B1).

Notice that the PFC pause frame includes eight pause time
fields, each of which is two bytes [46]. The field indicates a
time measured in the units of pause quanta, equal to the time
required to transmit 512 bits of a frame at the data rate of
the MAC [46]. Each field can assume a value of up to 65535
quanta. The pause time in Bifrost is bounded to one time slot.
For a 400 Gbps link and a time slot 10 µs, the maximum
pause time in Bifrost would be 7813 quanta, which would not
provoke PFC pause frame field overflow.

VI. EVALUATION

We evaluate the performance of Bifrost with real-world
deployment and simulations. We deploy the Bifrost prototype
switch we have implemented to a long distance transmission
scenario to verify that Bifrost requires less buffer and provides
lower latency than PFC. Simulations are conducted to evaluate
that Bifrost outperforms PFC, IRN, and IB in cross-DC
environments under the production workload.

A. Real deployment

Figure 8 shows the topologies of the deployment. In topol-
ogy A shown in Figure 8a and topology B shown in Figure 8b,
switch M and switch N are Bifrost DCI prototype switches
connected by two optical cables of 80 kilometers with 100
Gbps bandwidth, respectively. DCI switch balances the traffic
over the two ports by equal-cost multi-path (ECMP) algorithm,
so the long distance link can have a maximum throughput
of 200 Gbps. In topology C shown in Figure 8c, we deploy
three 100 Gbps links instead. These configurations are based
on typical production deployment. The one-way-delay of one
long distance link is 400 µs and the BDP is 9.5 MB. The
DCI switch is equipped with a 64 MB buffer. The bandwidth
between every host and switch is 100 Gbps.

We use perftest [54] to generate various RDMA flows,
which includes bandwidth flows and latency flows. We com-
bine the two traffics to evaluate the performance of PFC and
Bifrost. The bandwidth-sensitive flows serve as background
traffic, and we evaluate the latency of flows which serve as the
interactive traffic that is sensitive to delay. Perftest can generate
multiple flows that can be considered to start simultaneously.
We use perftest to generate various flows in different sizes to
simulate real-world traffic. We disable the congestion control
to avoid interference. Since the pause frames will never be
paused and have a higher priority than normal data packets,
the flow control can be seen as a full duplex. As a result,
flows in the experiments are mostly in one direction, which is
sufficient and concise for the evaluation.

1) Buffer reserved for PFC and Bifrost: PFC guaranteeing
no throughput-loss requires a large buffer that cannot be
applied to our switch. We conducted some experiments to
explore the appropriate value of XON and XOFF. PFC XON
and XOFF are set to the same in the experiments. We use
the topology shown in Figure 8a, and launch two bandwidth
flows with perftest from host A to host C and host B to host
C. Congestion occurs at the egress port of switch N and thus
the ingress port of switch N will trigger PFC pause to switch
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Fig. 9: Avg. latency and 99%ile latency of flows when using PFC and Bifrost in topology A, B, and C

M during the transmission. In this topology, the expected total
bandwidth of flows is 100 Gbps.

We conducted a series of experiments with different PFC
thresholds configured and found that the total bandwidth of
flows achieves close to the expected 100 Gbps when the XOFF
is set to a value larger than 6 MB. According to Section III-B,
the XOFF should be set to the BDP, which is 9.5 MB, to
guarantee no throughput loss in the worst case. Here 6 MB is
enough to achieve the expected bandwidth because the traffic
pattern is simple, and the worst case is less likely to occur.
With this exploration, we set the long distance link port’s PFC
XOFF to 6 MB in the following experiments. Thus, the total
buffer reserved for one long distance link is 15.5 MB because
we need to reserve a headroom of one BDP (i.e., 9.5 MB) to
accommodate in-flight packets.

On the other hand, Bifrost needs to reserve at least a buffer
of ∆+2RsT according to the design. We configured the H to
be ∆+3RsT which is 9.72 MB, 37% less than PFC. Bifrost
parameter k is set to 1. Notice that PFC may cause throughput-
loss with these configurations while Bifrost will not.

2) Latency evaluation: In this section, we evaluate the
latency of flows when using Bifrost and PFC under different
topologies and traffic patterns.

Case A in Figure 8a is a scenario when two hosts send
flows to one host at the same time. We first launch a single
bandwidth flow A-to-C and B-to-C, and launch latency flows
from host A to host C. The bandwidth flow size varies from
64 KB to 4 MB. With the appropriate PFC configuration
explored in Section VI-A, both PFC and Bifrost achieve the
same bandwidth. However, latency flow with PFC enabled
has higher average latency and 99%ile latency, as shown in
Figure 9a. As to bandwidth flow size 512 KB, Bifrost reduces
average latency by 18% and 99%ile latency by 25%. We
then launch multiple bandwidth flows instead to increase the
background workload and launch the latency test flow. The size
of latency flows is set to 8 KB and the same below. As shown

in Figure 9b, with a different number of bandwidth flows,
Bifrost achieves lower 99%ile latency than PFC. With 128
bandwidth flows, Bifrost reduces average latency by 22.5%
and 99%ile latency by 42.0%.

Case B in Figure 8b evaluates the performance of inter-
DC traffic when it conflicts with intra-DC traffic. We launch
inter-DC background traffic with bandwidth test from host A
to host C and intra-DC background traffic from host C to host
D. We evaluate the latency of flows from host B to host C.
As shown in Figure 9c, Bifrost has lower average, 99%ile and
99.9%ile latency than PFC. Bifrost reduces the 99%ile latency
by 46% than PFC.

Case C in Figure 8c evaluates the performance of victim
flow when incast occurs. Host A, B, and C send bandwidth
flows to host E simultaneously to generate incast background
traffic, while host D launches latency flows to host F as victim
flows. Figure 9d shows the average and 99%ile latency of
the flows from host D to host F. Bifrost outperforms PFC
when the number of bandwidth flows varies, especially the
99%ile latency. When 128 bandwidth flows are launched,
Bifrost reduces 99%ile latency by 53%. The average latency
of PFC is close to Bifrost when PFC has more buffer to deal
with the severe congestion caused by incast and pauses less.

To sum up, Bifrost achieves lower latency, especially tail
latency, than PFC in different testbed scenarios while using
37% less buffer. This latency improvement can be attributed
to the lower queueing delay of Bifrost.

B. Simulations

We use ns-3 simulations to evaluate the performance of
Bifrost in the cross-DC environment and compare it with
PFC, IRN, and CBFC. Simulations are conducted under the
production traffic workloads using public traffic traces to
simulate the actual production scenario.

Topology settings. We use the fat-tree topology [55] in
DC as shown in Figure 10. Each Top-of-Rack (ToR) switch
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connects to 2 servers, so there are 16 servers in one DC. Since
we mainly focus on inter-DC traffic, 16 servers are enough to
generate flows that fill up the link bandwidth. Each link in the
fat-tree topology is 100 Gbps. The external is one DCI switch,
with every core switch connecting to it. The bandwidth of the
link between two DCI switches is 400 Gbps and is configured
to be 600 kilometers long if not specified, which means the
one-way-delay of the long link is 3 ms.

PFC settings. For all the switches in DC, PFC threshold
XOFF and XON are configured to be 288 KB. The headroom
for each queue is 30 KB, which is the one-hop BDP in DC.
We also configured a 10 MB shared buffer and a dynamic
threshold of PFC by setting α to 4, which is a typical setting
in production. For DCI switch, the PFC threshold of ports
connecting to intra-DC links is configured the same as the
intra-DC switch. The PFC threshold of ports connecting to
the long-haul link is configured to 1 MB and a headroom of
286 MB. Shared buffer is disabled in DCI switch.

IRN settings. As discussed in Section III-C, we choose the
IRN configuration optimized for the inter-DC flows, which
has better performance. The bitmap size of IRN is set to
50,134 packets, and RTOhigh and RTOlow are 7,075 µs and
6,017 µs respectively. PFC is disabled when evaluating IRN.
These configurations of IRN are based on the recommended
settings in [49].

Bifrost settings. We only deploy Bifrost on the long-haul
ports on DCI switches, and all the switches inside the DC use
PFC as the flow control, configured as the same thresholds as
above. The time slot T of Bifrost is configured to 10 µs if
not specified below. The BDP of the long distance link is 286
MB. H is set to 287 MB, and k is set to 1.

CBFC-ideal settings. Infiniband is deployed to all hosts and
switches in the topology. As discussed in Section III-A, CBFC
cannot be deployed in long links due to the format limitation.
We break the 12 bits limitation in the simulation to evaluate
the best possible performance of CBFC, named CBFC-ideal.
The buffer space of switches is set to the same as Bifrost.

SWING settings. All switches in SWING are configured
the same as the intra-DC switches in the PFC experiment.
Besides, SWING relay device is configured with a 287 MB
buffer and 198 KB XON/XOFF.

Congestion control. DCQCN [44] is enabled in the exper-
iments since RoCEv2 and IB uses DCQCN by default.

Traffic loads. The evaluations adopt commonly used DC
traffic trace, WebSearch [56] and FB Hadoop [57]. The Web-
Search workload is characterized by small requests and large
responses, with 95% of the flows exceeding 1 MB [58]. 70%
of the flows in the FB Hadoop traffic are smaller than 10 KB,
but 90% of the total traffic is contributed by flows larger than
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100 KB. Though they are originally intra-DC workloads, the
distribution of the flows corresponds to the characteristics of
inter-DC traffic (§II-A), so we use them in the simulation. We
set different workloads to evaluate the performance of Bifrost,
PFC, IRN, and CBFC-ideal.

1) FCT with different time slots: We launch traffic from
DC A to DC B in Figure 10 to evaluate the average FCT and
99%ile FCT of inter-DC flows. Flows are generated from 16
servers of DC A to 16 servers in DC B with a 70% workload
of FB Hadoop and WebSearch traffic. Since there are only
inter-DC flows, flow control is mainly triggered by the ECMP
routing collision within DC B. We use this case to gain insight
into Bifrost performance with different time slots. Figure 11
shows that Bifrost is not sensitive to time slot settings as long
as it satisfies the restrictions discussed in Section V. We choose
T = 10 µs in the following experiments.

2) FCT under different distances: Figure 12 shows the
average FCT and 99%ile FCT with different lengths of the
inter-DC link using Bifrost, CBFC-ideal, SWING, and PFC.
We omit IRN in the figure because it leads to extremely large
FCTs. Flows are generated from 16 servers of DC A to 16
servers in DC B with a 70% workload of FB Hadoop traffic.
The comparison results show that the length of the inter-DC
link does not affect the relative performance of Bifrost, CBFC-
ideal, SWING, PFC, and IRN. We choose 600 kilometers in
other experiments as a typical case.

3) Inter-DC traffic: We launch flows generated from 16
servers of DC A to 16 servers in DC B following the
FB Hadoop and WebSearch with workloads of 30% and 70%.
Figure 13 shows the average and 99%ile FCT of these inter-
DC flows. In the 30% load FB Hadoop traffic in Figure 13a,
the average FCT and 99%ile FCT of Bifrost is 11.5% and
11.8% better than SWING, 17.4% and 33.7% better than
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CBFC, 40.1% and 55.2% better than PFC, and 86.4% and
75.2% better than IRN.

4) All-to-all traffic: We evaluate the performance of Bifrost
with all-to-all traffic, which contains inter-DC traffic together
with intra-DC traffic in both DC A and DC B. We generate
random flows with FB Hadoop and WebSearch workload,
with some flows staying within DC and others sent across two
DCs. The results are shown in Figure 14. Compared with PFC
under the 50% workload of FB Hadoop (Figure 14a), Bifrost
reduces average FCT and 99%ile FCT of inter-DC flows by
46.8% and 56.3%, while reducing average FCT and 99%ile
FCT of the overall flows by 55.2% and 63.5%. Compared with
SWING, Bifrost reduces the average FCT and 99%-tile FCT
of inter-DC flows by 14.9% and 16.1%, while reducing the
overall average FCT and 99%-tile FCT by 14.2% and 16.6%.

5) Throughput: We monitor the throughput of the long
distance link when using Bifrost, PFC, and SWING in the all-
to-all traffic experiment. As shown in Figure 15a, the through-
put of Bifrost is steadier than PFC and SWING because it
controls the flow with foresight and in a fine-grained manner.
Figure 15b shows the throughput distribution in 0.1 s, which
illustrates the stability of Bifrost in comparison with PFC and
SWING. The result shows that Bifrost improves the average
throughput by 43.67% over PFC and by 6.51% over SWING.
A steady throughput is friendly to congestion control since
the congestion control can converge faster and better. Besides,
Bifrost decreases the queueing delay at the DCI switch and
avoids confusing congestion control to overreact. Bifrost is
expected to be compatible with most congestion control that
leverages queue length or delay as the congestion signal.

VII. RELATED WORK

Flow controls for DC network. Prior works mainly focused
on the side effects caused by PFC and proposed solutions.
CaPFC [59] modifies PFC by using ingress queue and egress
queue statistics to react earlier. P-PFC [60] leverages the
change rate of queue length to trigger PFC pause instead
of using a fixed threshold. BFC [61] proposes a per-flow,
hop-by-hop flow control and Floodgate [62] proposes a per-
destination, hop-by-hop flow control, aiming to mitigate incast
in DC. Both provide a fine-grained flow control that switches
need to maintain more states. Another work, GFC [63], solves
the deadlock problem in lossless networks by avoiding the
hold-and-wait condition of deadlock. However, these flow
controls are not designed for cross-DC applications. TLT [64]
proposes an extension to existing transport to provide a lossy
network by proactively dropping less important packets. It
requires modifications to all hosts and switches in DC, which
does not meet our goals.
Congestion control over WAN. There are congestion controls
proposed for cross-DC communication over WAN that aim to
improve the performance of inter-DC traffic. GEMINI [65]
strategically integrates both ECN and delay signals for cross-
DC congestion control. Annulus [66] leverages the increase
of queueing delay at the ToR switch to early-detect the
congestion over the WAN and controls the sending rate. Flash-
Pass [67] proposes a proactive congestion control that adopts
a sender-driven emulation process with send time calibration
and early data transmission at starting phase to mitigate the
buffer usage of switches. GTCP [68] switches between sender-
driven and receiver-driven congestion control to adapt to intra-
DC and inter-DC congestion. These solutions are proposed for
WAN, which is different from DCI, where we can have full
control of the network devices and control the flows precisely.

VIII. CONCLUSION

This paper extends RoCEv2 to long distance that enables
a rethinking of cross-DC applications design. It proposes
Bifrost, a downstream-driven lossless flow control for long
distance DCI transmission. With Bifrost, RoCEv2 achieves
low latency and high throughput while using a minimum
buffer space. The paper evaluates the performance of Bifrost
in inter-DC scenarios with actual deployment experiments and
simulations against existing solutions under various scenarios.
The results show that Bifrost outperforms other flow controls
by significantly reducing the average and 99%ile latency of
flows. Bifrost is compatible with Ethernet/IP protocols and
can support a link of thousands of kilometers.
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