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Abstract—The average/tail Flow Completion Times (FCTs) are critical to many datacenter applications. Congestion control plays a
central role in optimizing FCT. Inappropriate congestion control can exacerbate buffer occupancy, thus hurting the flow performance.
Our observations are that current approaches are too aggressive in injecting packets into underlying networks. Instead of handling
buffer explosion afterward, we reduce buffer occupancy in the first place. We propose PayDebt, a novel and readily-deployable
proactive congestion control protocol. At its heart, a debt mechanism provides bandwidth coordination between the already-buffered
and the forthcoming packets. We evaluate PayDebt both in a testbed and large-scale simulations. The buffer occupancy can be

decreased by up to 8.0x-35.9x compared to DCQCN and Homa.

Index Terms—Token, proactive congestion control, datacenter networks

1 INTRODUCTION

IN a datacenter cluster [1], [2], [3], [4], [5], the network traffic
represents the mix of its applications [6], [7], [8], [9]. Con-
necting tens of thousands of nodes, such a cluster usually
simultaneously carries small and large flows. Small flows
can be triggered by key-value stores [9], [10], Remote Proce-
dure Calls (RPCs) [11], and application control messages.
Large flows can be generated by various applications,
including Hadoop/Spark shuffle [12], [13], [14], [15], [16],
[17], data replication [18], and machine learning parameter
updates [19], [20], [21]. The average/tail Flow Completion
Times (FCTs) are critical to many applications. For example,
a lower FCT directly contributes to a higher service through-
put for RPC systems [11], [22], [23].

Congestion control plays a central role in optimizing FCT.
Base Round-Trip Times (RTTs) in datacenters are relatively
short (e.g., 10 us), hence small flows are dominated by network
queuing delay, and large flows are usually dominated by
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network goodput. State-of-the-art datacenter congestion con-
trol protocols can be classified into two categories: reactive and
proactive. After first injecting a portion of traffic for each new
flow, reactive protocols (e.g., DCTCP [24], DCQCN [25],
HPCC [26], PINT [27],PowerTCP [28], Timely [29], Swift [30],
and On-Ramp [31]) react to congestion signals from the under-
lying networks or hosts. For proactive protocols (e.g., Express-
Pass [32]), a flow’s sender transmits scheduled packets after
receiving bandwidth allocation instructions (i.e., token packets)
from the receiver. Instead of waiting for allocation in the first
RTT, recent proactive protocols (e.g., Homa [33], NDP [34],
pHost [35], and Aeolus [36]) transmit a portion of each new
flow as unscheduled packets to improve small flows’ per-
formance. This paper also focuses on proactive protocols.

Inappropriate congestion control can exacerbate buffer
occupancy, thus hurting the flow performance. Many data-
center networks are oversubscribed (Section 2.1) [37], [38],
[39], [40], [41]. Meanwhile, datacenter traffic can be bursty
with an on/off behavior [7], hence flows may quickly fill up
switches’ buffers at the network bottleneck. Large buffers
add queuing delay and significantly increase small flows’
average FCT. Even worse, buffer overflow causes packet
drops and hurts flows’ tail FCT. Existing drop remedies
(i.e., timed out, fast retransmission [42], and selective drop
[36]) are either hard to tune or compromise the performance
of specific traffic patterns.

Current approaches are too aggressive in injecting pack-
ets into underlying networks. Ignoring already buffered
packets in switches, a flow driven by an existing proactive
protocol can still transmit scheduled packets. This lack of
coordination between scheduled and unscheduled packet
injections severely exacerbates buffer occupancy (Section 2).

Subsequently, we take one step back and ask: instead of
handling buffer explosion afterward, can we reduce buffer occu-
pancy in the first place? PayDebt is a novel proactive conges-
tion control protocol to answer the question. At its heart, a
debt mechanism provides bandwidth coordination between
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Fig. 1. Flow size distributions of typical workloads [33].

unscheduled and scheduled packets. This mechanism can
minimize superfluous injections of scheduled packets (Sec-
tion 3). Opposite to reactive congestion controls facing data
incast problem, there is a token incast problem for proactive
congestion control protocols, where several receivers send
tokens to the same sender simultaneously. PayDebt solves
it by applying token congestion control. In addition, a num-
ber of practical challenges are solved (Section 4). For a prac-
tical solution, PayDebt meets two design requirements as
follows: (i) effective for a wide range of topologies and traf-
fic patterns, and (ii) readily-deployable.

We implement a running PayDebt system with Linux
hosts and commodity switches. We evaluate PayDebt both
in a testbed and large-scale simulations (Section 5). The
results demonstrate that PayDebt performs well in its tar-
geted scenarios, i.e.,, mainstream oversubscribed networks.
In other kinds of networks (e.g., non-blocking), PayDebt
also demonstrates better or at least comparable performance
than state of the art. The buffer occupancy can be decreased
by up to 8.0x-35.9x compared to DCQCN and Homa. Con-
sequently, compared to state-of-the-art approaches except
for Homa (since it benefits from SRPT scheduling strate-
gies), the average FCT of small flows can be decreased by
up to 50.2% - 85.4%. For all flows, the average FCT can be
decreased by up to 13.0% - 38.1%. The tail FCT can be 1.06x
- 7.4x lower. At last, we conclude the paper (Section 7). This
work does not raise any ethical issues.

2 MOTIVATION

2.1 Background

Datacenter Network Topologies. Non-blocking networks have
been proposed for years [43]. While, on the one hand, many
operators tend to consider that full connectivity is rarely
worthwhile due to traffic locality [44]. On the other hand,
non-blocking networks are considered to be costly [38]. In
practice, many datacenter clusters enforce a low degree of
over-subscription [6], typically ranging from 8:1 to 2:1 [37],
[38], [39], [40], [41].

Traffic Characteristics. Datacenter traffic is usually bursty
with an on/off behavior [7]. Microbursts in today’s datacen-
ters [7], [45], [46], [47], [48] can quickly accumulate packets
at the network bottleneck. Given that many network topolo-
gies are oversubscribed, the network bottleneck usually
occurs at the fan-in point of topologies, e.g., ToR switches or
spine switches [8], [49], [50].

Datacenter Workloads. Fig. 1 shows the flow size distribu-
tions of widely accepted datacenter workloads (drawn from
existing work [33]) used to evaluate different approaches.
Data traffic in Memcached is composed of small flows, where
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Fig. 2. Design space.

more than 85% of flows are smaller than 1KB. In Hadoop and
Web search, large flows are mixed with small flows where a
small ratio of large flows contributes most bytes.

2.2 Existing Congestion Control Protocols

Scheduled packets denote packets that are transmitted accord-
ing to rate adjustment (i.e., in reactive protocols) or band-
width allocation (i.e., in proactive protocols). And unscheduled
packets denote those transmit upon new flow arrives, without
waiting for rate adjustment or bandwidth allocation.

Reactive Approaches. We revisit state-of-the-art congestion
control protocols shown in Fig. 2. For reactive designs, a
sender first sends a number of start-up packets and then
reacts to congestion signals (i.e., ECN bits [24], [25], [51],
network delay [29], [30], [31], [52], or switch measure-
ment [26], [27]). Only flows that last longer than one RTT
can react to congestion signals; hence, these approaches can
deplete switch buffers when bursty flow arrivals occur.
Both DCQCN [25] and HPCC [26] send a new flow’s
unscheduled packets at line rate. DCQCN controls its sending
rate based on ECN. Using in-network telemetry (INT), an
HPCC sender can obtain precise link load information and
calculate a large flow’s rate. However, it can still lead to
inaccurate bandwidth allocation due to stale measurements
(see Appendix in [53]). PINT [27] is similar to HPCC, except
that it uses probabilistic INT to reduce the cost of INT.
PowerTCP [28] combines both absolute network state (e.g.,
queue length or RTT) and its variations through INT. Both
DCQCN and HPCC enable the Priority Flow Control (PFC)
feature of Enhanced Ethernet to prevent packet drops. The
PFC mechanism faces severe scalability challenges because
of PFC storm, Head-Of-Line (HOL) blocking, and dead-
lock [54], [55]. It also hurts small flows” FCTs. A transport
protocol without the need for PFC is more preferable to
industry [56]. Swift [30] is an RTT-based solution, leverag-
ing an additional congestion window also to track endpoint
congestion besides in-network congestion. On-Ramp [31]
handles the transient state of the network by leveraging
accurate measurements of one-way delay and leaves the
equilibrium state for current reactive approaches. For that
PayDebt is a proactive protocol, these efforts are orthogonal
to PayDebt.

Proactive Approaches. A typical pure proactive design
such as ExpressPass [32] proceeds as follows. On the arrival
of a new flow, a control packet is sent from the sender to the
receiver as a notification. A receiver schedules the tokens
(i.e., credit in ExpressPass, PULL packet in NDP [34], and
grant packet in Homa [33], [57]) to allocate bandwidth for
different flows. Upon the reception of a token, the sender
can correspondingly send a full-length scheduled packet.

ExpressPass generates tokens based on a rate. Each
receiver automatically generates tokens based on a sending
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rate to fetch the remaining scheduled packets for each flow.
Congestion points (i.e., receivers and switches) limit tokens’
bandwidth to around 5% of link bandwidth to guarantee
drop-less of data in the reverse direction. In turn, token
packets are dropped at the network bottleneck by setting
the token queue length to a relatively small value (e.g.,
eight-token length). This rate is calculated by the length of a
token versus a full-length data packet (ie., rmeig; ~ 5%).
Thus, ExpressPass can achieve low queuing latency and
zero data packet drop together. The main problem of a pure
proactive protocol is its waste of the first RTT. For work-
loads where most flows are smaller than one Bandwidth-
Delay Product (BDP) worth of bytes (e.g., the Memcached
workload), their FCTs could be tripled [36]. In addition, it
could result in the last-RTT waste of tokens (see discussion
later in Section 4.1.1).

For most recent proactive protocols (i.e., pHost [35], NDP
[34], and Homa [33]), a sender can send up to one BDP
worth of unscheduled data for a new flow. The rest packets
(if there are any) are scheduled by the receiver. A non-
blocking network core is sometimes assumed to provide
full bi-sectional bandwidth. Thus, the receiver and the
sender are two scheduling points for each flow. In general,
these protocols have reasonable performance, but flaws
exist at the same time (verified in our evaluations).

Homa [33] mainly targets RPC-like scenarios, where most
bytes are from small flows with several hundreds/kilos of
bytes. Homa uses SRPT (shortest remaining processing time)
scheduling strategies on senders, prioritizing smaller flows
over larger ones. In addition, in-network priority queues are
leveraged to enforce priorities among unscheduled/sched-
uled packets according to their flows’ sizes. It mitigates the
head-of-line (HOL) blocking caused by queuing, i.e., when a
short flow gets stuck behind a long flow in the same queue.
Homa assumes that packet drops are rare, so it relies on a
timeout mechanism (e.g., a few milliseconds) to retransmit.
NDP [34] trims the payload of a dropped packet and uses the
header to precisely inform the receiver about the drop. A
dropped data packet needs to be pulled by the receiver again.
By limiting the length of packet queues, NDP can constrain
one-way delay. As a clean-slate solution, NDP significantly
changes switch behaviors; hence it is not readily-deployable.
This paper also focuses on proactive protocols.

2.3 Buffer Occupancy Should be Controlled

A large buffer, by adding queuing delay, is a curse to small
flows’” performance. If the situation exacerbates and the
buffer overflows, the packets are dropped. Packet drops can
severely hurt small flows. A single packet drop (followed
by detection/retransmission procedures) can push a small
flow’s completion time to tens or even hundreds of times
the base RTT. Furthermore, in private discussions with us,
some leading Network Interface Controller (NIC) providers
raise their practical concerns: a large number of packet
drops pose challenges to RDMA NICs, including (but not
limited to) a tremendous buffering demand for re-ordered
packets and complicated receive processing logic.

The number of in-network priority queues is not always ade-
quate to handle queuing delays. Homa leverages eight in-net-
work priority queues, which could significantly mitigate the
queuing delay of small flows by prioritizing small flows over
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large flows. Generally, traffic from different applications
(e.g., storage, computing, outbound applications, etc.) needs
to be isolated by different queues [38], [58]. A single applica-
tion can not use up priority queues on switches. The effec-
tiveness of in-network prioritization could be compromised
as the number of available in-network priority queues
shrinks. There is a greater possibility that small flows are
queuing behind large flows when the buffer occupancy is rel-
atively large (Section 5). In this article, we use Homa as our
upper bound, and we mainly focus on practical scenarios
where priority queues should be used conservatively.

Existing drop-remedies are hard to tune. Homa relies on a
rough timeout mechanism to retransmit. As demonstrated
by previous work [36], a large timeout value (ie., a few
milliseconds) results in a large tail latency. In contrast, a
small timeout value (i.e., tens of microseconds) results in
redundant retransmission, downgrading goodput.

NDP trims the payload of data packets when the buffer
exceeds a small threshold and uses packet headers to notify
receivers for fast retransmission. Its shallow buffer setting
causes packet drops much earlier. Control packets (i.e., cut-
payload headers) can also get dropped. Too many control
packets and retransmission waste bandwidth under heavy
congestion scenarios. Our evaluations (Section 5) demon-
strate that these control packets could overflow their
belonging queues when a large incast is faced, which results
in performance collapse.

Selective drop is not a cure. Aeolus [36] is a state-of-the-art
patch focusing on solving start-up injection challenges for
existing proactive protocols. Aeolus leverages the Active
Queue Management (AQM) feature of commodity switches
to achieve a selective drop of unscheduled packets. They
are transmitted blindly at line rate and are dropped when
buffer occupancy exceeds a relatively small threshold (i.e.,
8KB). Thus, scheduled packets are guaranteed to be deliv-
ered without loss.

The selective drop of unscheduled packets may unneces-
sarily increase small flows” FCT when a workload contains a
large fraction of small flows. We demonstrate this by con-
ducting an NS-3 simulation, where workloads are composed
with small flows with an 80% load [33] (i.e., Memcached).
Flow arrival intervals follow the Poisson process. For Homa,
the same non-blocking topology in its paper is used. For
ExpressPass, links connected to core switches are decreased
to 10 Gbps to construct an oversubscribed topology with a
4:1 over-subscription ratio (see Section 5 for details).

Fig. 3 shows the results. For Homa/Homa(A), a signifi-
cant performance downgrade has been observed. The aver-
age/99th-tail FCTs are increased by 5.5x/2.0x compared
with pure Homa, respectively. A large ratio (i.e., 1.38%) of
packet drops leads to a large number of retransmissions.
Although Aeolus makes full use of the first RTT, small
flows’ performance is still hurt. With the large amount (.e.,
16.5%) of packet loss, the performance of 17.4% flows signif-
icantly downgrades, and EP(A) quickly back-offs to pure
ExpressPass.

2.4 State-of-the-Art Injections are Aggressive

In prior works, transmission decisions of scheduled packets
are made independently of in-network buffered packets’
current status. For illustration, a strawman protocol (i.e.,
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Fig. 3. Selective drop hurts FCTs of small flows. Homa(A) denotes Homa-
patched-with-Aeolus, and EP/EP(A) denotes ExpressPass/ExpressPass-
patched-with-Aeolus, respectively.

simplified Homa without priority queues) is depicted in the
first row of Fig. 4. Note that the packet drop in the following
discussions is irrelevant to priority usage. Here, we assume
three hosts, S0, S1, and S2 send to a host R via a Top-of-Rack
(ToR) switch. For clarity, the base RTT is set to two-time
units (see an extended version where the base RTT is four-
time units [53]). The transmission delays are ignored. The
link delay between a sender and the switch is one time unit,
while the link delay between the switch and the receiver is
negligible. Thus, a packet can traverse one link per time
unit. The switch-to-receiver output queue status is demon-
strated, which denotes the exact buffer state of the time on
its right. The BDP and queue length are set to 2 MTU and 4
MTU, respectively.

Three flows A/B/C sent from S0/S1/S2 arrive at the sys-
tem at 70/72/T4, respectively. Each flow consists of 6
MTU packets, i.e., two unscheduled and four scheduled.
Au0/ At0/ As0 are used to represent the first unscheduled/
token/scheduled packets of flow A. At T0, flow A arrives at
S0, and Au0 is transmitted. After receiving Au0 at 7’1, R gen-
erates a token At0. At0 is forwarded to SO and arrives at 7°2.
Triggered by token At0, SO sends a scheduled packet As0,
which arrives at the switch at 73, along with an unsched-
uled packet BuO sent by S1. The same thing happens to
Aul, BuQ, Bul, ..., etc., and generates tokens Atl, Bt0, Bt1,
..., etc., respectively. The length of the queue is increasing,
which finally leads to unscheduled packet C'ul drop at T6.
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Ignoring bandwidth consumed by unscheduled packets,
existing protocols send tokens to allocate full bandwidth for
the following scheduled packets. Therefore, scheduled
packets are unnecessarily injected into the underlying net-
work and accumulated in switches. The queue length never
decreases as long as scheduled packets continually arrive.

3 PAYDEBT INTUITION

Unscheduled packets are the cause of network bursts. As
the name of unscheduled packets suggests, they consume
bandwidth without reservation. Inspired by the observa-
tions in Section 2.4, we need a coordination mechanism
between unscheduled and scheduled packets so they can
harmoniously share the bandwidth.

Insight. Although an unscheduled packet can not be con-
trolled until it is transmitted, it could announce its used band-
width after its transmission. This announcement could work as
a back pressure to the underlying network when congestion
exists. Network bottlenecks along the unscheduled packet’s
path can subtract the same amount of bandwidth from their
following bandwidth allocation to scheduled packets, i.e.,
tokens can only reserve the rest of the bandwidth. Then unnec-
essarily injected scheduled packets can be suppressed. In this
way, scheduled packets could be aware of the exact band-
width usage of unscheduled packets and back-off accurately.

Challenges. For a practical solution to this ambition, we
list two design requirements as follows:

o  Effective for a wide range of topologies and traffic pat-
terns. Traffic patterns can vary significantly across
both time domains and different regions. This work
focuses on heavy load scenarios in typical oversub-
scribed networks. Meanwhile, the performance of
other scenarios (e.g., non-blocking fabrics) should not
be compromised.

e Readily-deployable. The solution must work with exist-
ing commodity switches in datacenter networks.
Bandwidth coordination must be performed at the
data-plane instead of the control-plane.
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ent variants of the strawman protocol.
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Fig. 5. PayDebt framework.

3.1 Pay Your Debt

We propose debts, a special kind of control packets sent from
receivers to senders, for coordination between unscheduled
and scheduled packets. Let us say the token mechanism
works like a debit card, where links deposit (i.e., reserve)
bandwidth before a scheduled packet uses it. The debt
mechanism works like a credit card, where an unscheduled
packet spends (i.e., consume) bandwidth first and links
reclaim it back later.

In the third line of Fig. 4, we illustrate how debt works by
adding a naive debt mechanism to the strawman protocol.
After receiving Au0, debt Ad0 is sent instead of At0. When a
debt packet is received, the sender does not send a sched-
uled packet. The same thing happens to Aul, BuO, ..., etc.,
and replies debt Adl, BdO, ..., etc., respectively. Therefore,
the queue length does not increase, making unscheduled
packets Cul successfully received by the receiver. After all
the debts are transmitted, the remaining tokens can be sent
to allocate bandwidth for the scheduled packets.

Thus, unscheduled packets can pay back pre-consumed
bandwidth in a readily-deployable way. Following scheduled
packets’ transmission is delayed to avoid buffer built-up.
Likewise, if a scheduled packet collides with an unscheduled
packet already buffered in a congestion point, it can drain
from the bottleneck when a corresponding debt takes effect.

4 PAYDEBT DESIGN

The debt mechanism, which cannot be simply added to cur-
rent proactive approaches, should be co-designed with
tokens. In this section, we propose PayDebt, a novel proac-
tive congestion control protocol. As shown in Fig. 5, there
are three major components of PayDebt: sender logic,
receiver logic, and switch configuration. There are many
remaining challenges, e.g.,, how tokens are generated?
When should debts and tokens be sent? In this part, we
present the debt designs in detail (Section 4.1.1). Its limita-
tions are discussed (Section 4.1.2). We introduce the token
incast problem and token congestion control designs (Sec-
tion 4.1.3), followed by the receiver logic, the switch config-
uration, and miscellaneous detailed designs (Section 4.4).

4.1 Receiver Logic
4.1.1 The Debt Mechanism

Debt Generation. PayDebt uses a data-driven mechanism to
generate debts. The meaning behind debt packets is to pay
back the unallocated bandwidth used by unscheduled pack-
ets. Therefore, a debt packet is generated if an unscheduled
packet is received.

Token Generation. Tokens can be generated based on a rate
(i.e., rate-based) or when a data packet is received (i.e., data-
driven). PayDebt uses a data-driven mechanism to generate
tokens. When a data packet is received, a token packet is
generated if necessary.
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PayDebt generates tokens based on a data-driven man-
ner for that it is more compatible with the unscheduled-
driven debt mechanism. With a rate-based mechanism, the
massive number of tokens could reduce the effect of debts.
At the same time, data-driven token generation can provide
better performance on tail latency. With a data-driven token
mechanism, there is no necessity for switches to set a small
queue for tokens and drop them actively since the number
of tokens is under control. Hence, the token loss is assumed
to be rare. PayDebt’s receiver can transmit the exact number
of tokens needed by the sender, without token waste. While
the rate-based mechanism has a severe problem, i.e., last-
RTT waste of tokens. The token queue is set to a small value
and tokens can be dropped at the network bottleneck to
reduce the excessive tokens (Section 2.2). A receiver cannot
stop sending tokens until receiving the last data packet or
the notification from the sender. At least one RTT worth of
tokens sent by a receiver can never trigger any data packet.
These useless tokens compete for bandwidth with other
useful tokens at both receivers’ sides and networks, result-
ing in redundant drops of useful tokens. It could down-
grade the performance of small flows and hurt bandwidth
utilization. For workloads comprised of a large fraction of
small flows, FCTs could be prolonged (Section 5).

In PayDebt, if the remaining data is larger than one
BDP, PayDebt’s sender sets a token_request flag in the
packet header. When a data packet with a token_re-
quest flag is received, a corresponding token packet is
generated (see online Appendix [53] for example illustra-
tion). With this design, no excessive tokens will be gener-
ated. Meanwhile, the flow size is not required to be known
a-prior. Instead, the sender needs to check whether the
appending data of a flow exceeds the BDP when a sched-
uled packet is transmitted.

Bandwidth Coordination. PayDebt uses symmetric paths
and sets a reverse-path rate limiter (supported by IEEE
802.1Qaz) to achieve bandwidth coordination. Rate-limiter
can be supported by mainstream datacenter switches [59],
[60], [61]. A debt has precisely the same size as that of a
token (ie., 84 bytes as that in ExpressPass). Debts and
tokens are rate-limited together to 5% of bandwidth in each
port of switches and hosts (Section 2.2).

Rate-limiters on tokens ensure that bandwidth consumed
by data packets never exceed 95% of the network bottleneck
bandwidth, making PayDebt robust under oversubscribed
networks. Moreover, by rate-limiting debts and tokens as a
whole, the delivery of tokens can be delayed when debts
share the same bottleneck with tokens. In this way, the
transmission of scheduled packets can be delayed precisely;
therefore, the buffer occupancy can be reduced. It is worth
noticing that even if unscheduled and scheduled packets
are from different sender hosts, debts can still take effects,
i.e.,, compete with tokens sent to other sender hosts.

Send Debt/Token at the Right Time. A question is whether it
is necessary to send debt upon generation, i.e., to pay back
any bandwidth used by unscheduled packets as soon as
possible. Let us revisit the naive debt approach in Fig. 4. At
76, if no unscheduled packet arrives at the switch, band-
width is wasted. Consider a simple example where there is
only one flow transmitting packets, the bandwidth used
by its unscheduled packets does not interfere with others.
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Fig. 6. Debt/token transmission on end-hosts.

Prioritizing the transmission of debts over tokens actually
increases its FCT.

Debts should be sent when congestion exists. PayDebt
leverages ECN to identify congestion. Data packets are ECN-
marked when the queue occupancy exceeds a given thresh-
old K;. When an unscheduled packet with ECN-marking is
received, the receiver transmits a debt immediately. Other-
wise, this debt is transmitted until either a following sched-
uled packet is ECN-marked or the flow finishes. This is
because a flow’s unscheduled packets which compete for
bandwidth with other flows can escape from ECN-marked
when leaving the switch queue. Its following scheduled
packets are then responsible for triggering the transmission
of remaining debts, i.e., pay back bandwidth. Debts are pri-
oritized to be sent over tokens at end-hosts, i.e., when debts
and tokens both exist, send debts first. It can pay back the
bandwidth used by unscheduled packets when necessary.

We use the second line of Fig. 4 for illustration. Debt is
transmitted rather than token when the queue length
exceeds a threshold, i.e.,, 2 MTU. When Bu0 leaves the
switch, the queue length exceeds the threshold, and Bu0 is
ECN-marked. Therefore, when Bu0 is received, Bd0 is sent
instead of Bt0. The same thing happens to Asl, Bul, ...,
etc., and replying debt AdO, Bdl, ..., etc. In this way,
unscheduled packet Cul is successfully received by the
receiver; meanwhile, bandwidth is not wasted at 7'6. Debt is
sent as long as the queue length exceeds the given thresh-
old; therefore, the queue length continues to decrease at 7'7.
The queue length can be reduced to zero after debts finish
transmitting.

Fig. 6 summarizes the generation and transmission logic
of debts/tokens, where u0 and s1, which have red borders,
are ECN-marked. The arrival of unscheduled/scheduled
packets triggers the generation of debt/token. Then,
PayDebt’s receiver paces debt/token waiting for transmis-
sion at 5% of port bandwidth. The network congestion
determines the transmission order of debt/token. If the
received data is ECN-marked, send a queuing debt first.
Otherwise, send a token instead.

4.1.2 Debt Discussions

Effectiveness of Debt. Now we discuss the effects of debt in
reducing buffer occupancy. In Fig. 4, although the topology
fan-in ratio is 3:1, the maximum workload (not topology)
fan-in ratio is only 2:1, i.e., at most two data packets per
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time unit. The debt mechanism can reduce the input-output
ratio to 1:1. For oversubscribed networks with uniformly
distributed workloads, the maximum workload fan-in ratio
is at most its topology fan-in ratio. Therefore, for main-
stream oversubscribed networks with topology fan-in ratio,
e.g., 2:1,4:1, debt performs well.

When tokens are generated based on a rate, the last-RTT
waste of tokens can decrease the buffer occupancy to a cer-
tain extent. However, it cannot coordinate the usage of
unscheduled and scheduled packets on time as the debt
mechanism in PayDebt can do (Section 5.5).

Other Scenarios. In non-blocking networks, workload fan-
in could occur with imperfect load balance, which results in
in-network congestion. Debt has a positive effect of reduc-
ing the buffer built-up, as demonstrated in our evaluations
(Section 5.3).

4.1.3 Token Incast and Congestion Control

Token Incast Problem. Tokens are designed to pace the trans-
mission of scheduled packets. A receiver cannot know
whether other receivers are requesting data from the same
sender simultaneously. Hene, opposite to reactive conges-
tion controls facing data incast problem, there is a foken incast
problem for PayDebt (as well as proactive protocols, e.g.,
ExpressPass and NDP). When several receivers send tokens
to a single sender simultaneously, token incast occurs. Dif-
ferent from data incast facing buffer overflow, token incast
could result in buffering of tokens and under-utilization of
bandwidth. Fig. 7a illustrates the token incast problem,
where two receivers Ry and Rs both send tokens to a sender
Sy. Tokens queue up at the last-hop switch connected to S5
while S; receives no tokens. This scenario wastes the band-
width of S| and hurts performance.

Token Queuing at In-Network Points. In addition, token
queuing could occur at in-network points when competing
for the bandwidth. Token queuing could result in different
RTT values of tokens. These tokens may arrive at different
senders at the same time, then corresponding scheduled
packets will be sent simultaneously, which in turn results in
transmission collision of scheduled packets. Fig. 7b illus-
trates the scenarios where R; sends tokens t,; and ¢, to S)
and S, in order. Token ¢, endures one-packet queuing
delay while ¢,» does not. Because of the different queuing
delays on core switches, these two tokens arrive at senders
simultaneously.

Token Congestion Control. PayDebt uses token congestion
control to minimize the impact of a token incast and reduce
the token queue. A token is ECN-marked if the tokens’
queue length in a switch port exceeds a given threshold K;.
A sender forwards the congestion notification back to the
receiver by attaching it with a data packet. To distinguish
the congestion notification from ECN-marking of the data
packet, PayDebt’s header should leverage a dedicated bit to
carry it. The receiver then updates the maximum inflight
tokens, i.e., limits the transmission of tokens to the sender.
Compared with the traditional ECN-marking scheme, data
packets in PayDebt can carry the congestion information in
token packets.

Algorithm 1 presents the pseudo code of the token con-
gestion control. Each receiver maintains maxInflight, the
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(b) Tokens with different RTTs.

Fig. 7. It is necessary to leverage token congestion control. Sequence numbers with circles of (b) denote the time order.

maximum in-flight tokens that can be sent and w, a weighted
parameter (0 <w < 0.5) to adjust it. Similar to Additive
Increase Multiplicative Decrease (AIMD), it updates maxi-
mum in-flight tokens. A token is ECN-marked in switches if
the queue length of the token exceeds a given threshold K.
A PayDebt sender conveys the congestion notification back
to the receiver by data packets. When data contains conges-
tion notification arrives the receiver, the receiver decreases w
and maxInflight (Line 7-9). w is decreased by half. maxIn-
flight is decreased by multiple (w+0.5). Otherwise, the
receiver increases w and maxInflight (Line 11-12). maxIn-
flight is increased to a weighted average of (1-w) x max-
Inflight and w * BDP , where BDP is the value of base BDP.
The value of w estimates the congestion degree of the token
queue. Essentially, a value of w closes to 0 indicates a high
degree of token congestion. And a value closes to 1 indicates
a low degree of token congestion. To avoid overreaction,
maxInflight is updated per RTT (Line 6).

Algorithm 1. Update Max Inflight Tokens per Flow

Input: parameter wyi, + 0.1, Wy, < 0.5

1: w — Wipit // default 0.5
2: t— RIT // update timer
3: maxInflight — BDP // max in-flight tokens
4:

5: when a scheduled packet is received do > EVENT
6:  if ¢ has passed since last update then

7: if scheduled packet is carried with ECN of token then

8: w = maz(w/2, Wyin)

9: maxInflight = (w+ 0.5) x maxInflight
10: else
11: w = (W + Wy )/2
12: maxInflight = (1 — w) x maxInflight + w x BDP

4.1.4 Token Congestion Control Discussions

We regard PayDebt as a proactive protocol. Although Pay-
Debt is inspired by reactive protocols to handle congestion of
tokens and unscheduled packets, its core logic follows a pro-
active way. It schedules the transmission of tokens to allocate
bandwidth for scheduled packets, avoiding congestion
caused by scheduled packets. The insight behind a proactive
protocol is letting tokens queuing instead of scheduled pack-
ets. Hence, PayDebt leverages ECN marking on tokens
to reduce the queuing of token packets. In addition, the

bandwidth used by unscheduled packets is unallocated,
hence the congestion induced by them is relieved by debts.

4.2 Sender Logic

PayDebt adopts a simple start-up injection control at the
sender hosts. All flows are initialized with one BDP of
unscheduled packets. When a sender receives a debt packet,
do nothing. When a sender receives a token packet, a sched-
uled packet is sent to reply to the token.

4.3 Switch Configuration

PayDebt’s switch uses a rate limiter to rate limit debts and
tokens as a whole, ie. sharing the 5% bandwidth (Sec-
tion 4.1.1). Therefore, debts compete with tokens to share
the 5% bandwidth at the network bottleneck. And band-
width consumed by scheduled packets will not exceed the
network bottleneck, i.e., incast point or network fan-in
point. The switch uses two queues, one for data packets, the
other one for debts/tokens.

4.4 Miscellaneous Detailed Designs

In Sections 4.1.1 and 4.1.3, two essential functions on
receivers are introduced. We summarize sender and switch
logic in this section.

Handling Tiny Flows. In some scenarios, most flows are
smaller even than one MTU (e.g., the Memcached work-
load), raising a possible fractional debt problem. If the
receiver generates a debt upon receiving every small
unscheduled packet, the bandwidth can be wasted. In Pay-
Debt, the sender host maintains a debt_to_receive
counter. Each time a sender sends an unscheduled packet,
debt_to_receive is increased by its size. When its value
reaches one MTU, the debt_request flag bit is set in the
unscheduled packet. The receiver generates a debt if the
debt_request bit is true. This feature avoids transmis-
sions of unnecessary debts.

Handling (Rare) Packet Loss. PayDebt significantly reduces
buffer occupancy; thus, we expect packet loss to be rare. In
switches, relatively large buffer size is reserved for debt/
token queues. Occasional data/debt/token loss can be
promptly detected by Packet Sequence Numbers (PSNs).

There could be extraordinary cases where PSNs cannot
detect packet loss, such as the loss of a flow’s last packet
or even the loss of an entire flow. These scenarios are
detected via minimum-sized probe packets. A probe packet
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is transmitted when either timeout is triggered or at the end
of a flow. The probe packet uses the same priority as data
packets; therefore, it will not arrive out-of-order. Each probe
is attached with the PSN of the last data packet and the PSN
of the last received token packets. When the probe is
received, the receiver can check the sequence of un-received
packets and generate the tokens with corresponding PSN to
inform the sender, i.e., the same logic as that of re-ordered
data packets are received. Then, the sender can retransmit
corresponding data packets.

Handling Incast. Incast could happen when multiple
senders transmit data simultaneously to the same receiver.
This results in buffer built-up at the incast point. PayDebt
bounds the maximum inflight unscheduled packets of a
sender-receiver host pair. In this way, the incast scale is sig-
nificantly reduced. The maximum buffer occupancy is
determined by topology rather than proportional to the
incast flows.

5 EVALUATION

In this section, we use testbed experiments and large-scale
NS3 simulations to evaluate PayDebt. We compare PayDebt
with state-of-the-art datacenter transport protocols such as
Homa, Homa(A), ExpressPass, EP(A), NDP, DCQCN, and
HPCC. Similar to HPCC [26], a sending window is added to
DCQCN to limit its in-flight data packets. The author-con-
tributed simulation codes, if available, are used in our evalu-
ations [62], [63], [64]. As for Aeolus, we reproduced the
results in Aeolus’ paper and communicated with the authors
to ensure that our implementation is correct. Besides perfor-
mance comparison, we also validate major design points and
parameter selection.

Homa leverages SRPT scheduling and priority queues to
benefit small flows (Section 2.2). Hence, in our evaluations,
we choose Homa (8q, i.e., 8 priority queues) as our upper
bound. And we mainly focus on practical scenarios where
priority queues should be used conservatively. Therefore,
we also use a variant of Homa (2q) to compare PayDebt
with Homa’s other design points. Although Homa is not
designed for oversubscribed topology, it performs reason-
ably well in many such scenarios. Therefore we also com-
pare it with PayDebt under oversubscribed topologies.
NDP is designed for non-blocking networks. Under over-
subscribed networks, it suffers from a large amount of
packet loss and can even result in the drop of control pack-
ets. Therefore, we only compare it with PayDebt in non-
blocking topologies.

In summary, PayDebt reduces buffer occupancy in typi-
cal oversubscribed networks under Poisson arrival scenar-
ios, without a significant packet drop or bandwidth waste,
therefore speeding up FCT. PayDebt’s performance is at
least comparable to state of the art under non-blocking
topologies.

Workloads. The flow size distributions of Memcached [9],
[10], Hadoop [6], and Web search [24] are shown in Fig. 1.
Unless otherwise specified, we generate flows following a
Poisson arrival process with a load of 0.8, i.e., the same way
as Homa. A wide range of network loads is also used to
investigate PayDebt’s performance (Section 5.3). Incast traf-
fic is also generated for further evaluation.
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Parameters. For PayDebt evaluations, we have a set of
default settings. Here, K; = 1+ BDP and K; = 1+ BDP. A
dedicated subsection later discusses why these values are
used (Section 5.6). Round-Robin (RR) is used for sender/
receiver scheduling. For that RR is commonly used in indus-
try as it is easy to implement. In addition, flow sizes are not
required to be known a-prior when RR is used. We also
evaluate PayDebt’s performance under SRPT strategy and
eight priority queues [53]. Results show that PayDebt
achieves comparable performance compared to Homa.

Metrics. We have three major performance metrics: (i)
maximum switch buffer usage, (ii) average/99th-tail FCTs,
and (iii) packet drop ratio."

5.1 Testbed Experiments

Prototype Implementation. We implement PayDebt in BESS
[65] with about 2500 lines of C++ code. Built on DPDK [66],
BESS allows us to run PayDebt entirely in userspace and
bypass the kernel. In our testbed, each server has two Intel
Xeon E5-2650 2.2GHz 12-core CPUs, 256 GB RAM, one 10
Gbps Intel X710 NIC, and OS of Ubuntu 18.04 LTS with
4.15.0 Linux kernel. For comparison, we port Homa open-
source codes [67], [68] to the same platform. Due to time
constraints, we have not implemented other approaches
yet. We are currently in the process of implementing Pay-
Debt with a vendor-specific smart NIC so that the proto-
type can support 100 Gbps networks.

Topology. The testbed includes two commercial ToR
switches connected via a 10 Gbps link. Each switch connects
two servers via 10 Gbps links. This topology is a single-bot-
tleneck dumbbell topology with a 2:1 over-subscription
ratio. The base RTT is 11 us.

There are two scenarios: drop-less and drop. In the drop-
less scenario, all 16MB shared switch buffer is used. No
packet is dropped for both approaches. In the drop scenario,
we change the shared buffer mode to 128 KB per-queue
buffer to produce packet drops to evaluate PayDebt and
Homa.

Drop-Less Scenario. We evaluate PayDebt and Homa with
all three workloads. The results are shown in Figs. 8a and
8b. As shown in Fig. 8, Homa achieves good performance,
benefiting from SRPT scheduling and in-network priority
queues. PayDebt achieves comparable performance under
Memcached and Hadoop. A relatively smaller buffer occu-
pancy of PayDebt is beneficial. PayDebt does not allocate
in-network priority queues for unscheduled packets, for
Web search which mixed with small and large flows, FCTs
for small flows can be prolonged. While PayDebt reduces
the FCTs for medium and large flows, as shown in Fig. 8d.

When Homa uses only two priority queues, its perfor-
mance is downgraded. Homa is designed for non-blocking
networks, and it does not address congestion in the core. In
an oversubscribed topology, the aggressive injection of
unscheduled packets can accumulate packets in the fan-in
points. In-network prioritization is not always a cure to
buffer built-up. When the number of in-network priority
queues is restricted to two, the HOL-blocking problem (.e.,

1. A result point is an average of over ten runs. Usually, these runs
show similar outcomes, and a point’s standard deviation is relatively
small. We omit deviations for clarity.
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small flows get stuck behind large flows) could intensify
when buffer increases.

Drop Scenario. PayDebt gains benefit from reducing
buffer occupancy. With a small per-queue 128 KB buffer,
PayDebt keeps the same performance due to zero packet
drop. With Memcached, Homa’s FCT is almost the same as
that in the drop-less scenario since there is rarely any packet
drop. While with Hadoop and Web search, Homa suffers a
packet drop ratio of 0.28% and 0.10%, respectively. As
shown in Fig. 8b, its performance significantly deteriorates.
The breakdown by message size of Web search is shown in
Fig. 8d. Suffering from timeout retransmission, small flows’
FCTs are increased by an order of magnitude. Compared
with Homa, the average FCT of small flows is reduced by
63.5% and 37.6% under Hadoop and Web search, respec-
tively. The tail latency is 3.1x and 1.9x lower, respectively.

5.2 Simulations Under Poisson Workloads

Topologies. To show the performance variation of PayDebt
among different over-subscription ratios, several topologies
are used in NS3 simulations. The first topology is the same
as that used in Homa. It is a 2-level network that contains 4
core switches, 9 ToRs, and 144 hosts (i.e., 16 hosts per ToR).
As a non-blocking topology, each ToR connects its hosts
and cores with 10/40 Gbps links, respectively. We also
build oversubscribed topologies by changing the ToR-to-
Core links to 20 Gbps/10 Gbps/5 Gbps, i.e., with a 2:1/4:1/
8:1 over-subscription ratio, respectively. The switch buffer
is 8 MB. We use the 4:1 oversubscribed topology by default

unless otherwise specified. The base RTT and BDP are 10 us
and 12.5KB, respectively.

PayDebt Improves Small Flows’ Performance. We evaluate Pay-
Debt with all three workloads when there is no buffer overflow.
Fig. 9 shows the performance of maximum buffer occupancy
(z-axis) and FCT (y-axis) across different workloads. The closer
the bar is to the z-axis, the smaller FCT the protocol achieves.
Similarly, the closer the bar to the y-axis, the less buffer the pro-
tocol occupies.

These protocols present distinctly different characteris-
tics. Again, we use Homa(8q) as an upper bound. Small
flows” performance of Homa(8q) is outstanding, especially
under workloads mixed with small and large flows. This is
because small flows can be prioritized over large flows both
on end-hosts (SRPT scheduling) and in-network (8 priority
queues), significantly mitigating the queuing delay of small
flows. In addition, Homa'’s large flows also benefit from the
run-to-completion behavior brought by SRPT. PayDebt
benefits small flows across three workloads by leveraging
the debt mechanism to reduce the buffer occupancy. As
expected, debt plays a more effective part in reducing the
buffer occupancy in workloads where small flows mix with
large flows, i.e., Hadoop and Web search.

(i) Memcached workload. For this workload, scheduled
packets are rare; therefore, debt plays a smaller part in
reducing buffer occupancy. Although ExpressPass and EP
(A) achieve the smallest buffer occupancy across all work-
loads, their FCTs are relatively high. The main reason is
ExpressPass wastes the first RTT. Although EP(A) attempts

Authorized licensed use limited to: Nanjing University. Downloaded on October 05,2022 at 04:14:18 UTC from IEEE Xplore. Restrictions apply.



4716

to utilize the first RTT, selectively dropping unscheduled
packets makes it suffer a large amount of retransmission.
Besides, ExpressPass and EP(A) credits should compete for
bandwidth at the network bottleneck. It could result in
redundant drops of credits which in turn prolongs flows’
FCT, especially small flows’. The results are consistent with
Section 2.3, while the downgrade of average/tail FCT is less
obvious than the distribution of FCT. Similarly, Homa(A)
downgrades FCTs of Homa because selective drop hurts
small flows. PayDebt achieves almost the same buffer occu-
pancy with Homa (2q) and DCQCN. Buffer occupancy of
HPCC is 15.6% higher than DCQCN as In-Network Teleme-
try (INT) header costs much for workloads composed of a
large fraction of small flows.

Compared with state-of-the-art approaches, PayDebt
reduces the average FCT of small flows by 3.6% to 85.4%.
And the 99th-tail latency is up to 7.4x lower. Buffer built-
up influences the effects of Homa’s mechanism (Section 5.1).
Besides, control packets, i.e., acknowledgments, of Homa
share the same queue with data, while PayDebt control
packets share the same queue with debt and token. This
makes ACKs suffer a smaller queuing time. Therefore, Pay-
Debt achieves a relatively smaller average FCT than Homa
(2q). For clarity, Fig. 9d decomposes the flows” FCT of
Memcached.

(ii) Hadoop workload. This workload consists of large flows
mixed with small flows, PayDebt benefits from debt to
achieve a modest buffer occupancy; therefore, it speeds up
small flows. Compared with state of the art, the buffer occu-
pancy of PayDebt is reduced by up to 4.8x. Therefore,
small flows” average and tail latency is reduced by 20.7%
and 35.2%, respectively. The main reason is that Homa
transmits unscheduled and scheduled packets without
coordination, which results in large buffer occupancy (Sec-
tion 2.4). Homa(A) selectively drops unscheduled packets,
downgrading small flows” performance. Homa(A) transmits
tokens triggering retransmission of lost packets. However, it
does not use in-network rate-limiters for tokens. Tokens
received by senders could exceed network bottleneck band-
width, resulting in scheduled packets piling up. Therefore,
the buffer occupancy of Homa(A) is also relatively large.

The Hadoop workload consists of around 64% of mes-
sages whose size is smaller than one MTU. PayDebt han-
dles these tiny flows by leveraging fractional debt, which
may not perfectly pay back the pre-consumed bandwidth of
unscheduled packets. This results in a larger buffer occu-
pancy than HPCC. However, compared with HPCC, Pay-
Debt reduces small flows” average and tail latency by 30.7%
and 40.5%, respectively. HPCC leverages INT measure-
ments to adjust the sending window but could mismatch
the network state as the buffer occupancy are instan-
taneously and result in bandwidth waste [53]. Benefit from
a smaller buffer occupancy, PayDebt speeds up small
flows’ average and tail latency, compared to DCQCN, by
56.6% and 51.6%, respectively. The performance of Express-
Pass is not good, suffering from the waste of the first-RTT.
Compared with ExpressPass, PayDebt reduces small flows’
average and tail latency by 72.7% and 83.6%, respectively.
Improvement has been made by EP(A) compared with
ExpressPass, but the retransmission of unscheduled packets
still hurts small flows” performance.
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Fig. 10. FCTs of flows with different size (Web Search).

(iii) Web search workload. The trend is a little different. This
workload is made up of packets with full-length MTU.
Almost no fractional debt exists. Therefore, PayDebt achieves
a smaller buffer occupancy than HPCC. The buffer occu-
pancy of Homa reaches 5.7 MB, where the value is 163.7 KB
for PayDebt. For clarity, Fig. 10 depicts the FCT of flows
smaller than 100 KB. PayDebt achieves a relatively small var-
iance among different flows, indicating that the performance
of PayDebt is stable. The FCT variance of ExpressPass indi-
cates that with the rate-based token generation mechanism,
tokens could be dropped repeatedly. In addition, Fig. 9e
decomposes the flows” FCT of Web search. Benefiting from a
relatively small buffer occupancy, PayDebt reduces the FCTs
of small flows whose size is smaller than 10 BDP compared
with state-of-the-art approaches except for Homa. At the
same time, the tail latency of PayDebt is not compromised.

PayDebt Does not Hurt the Throughput of Large Flows. Now
we focus on the average FCT and tail latency of Hadoop
and Web search workload. The average FCT is reduced by
up to 38.1% compared with state of the art.

The debt mechanism does not hurt the throughput of
large flows, i.e., the tail latency is not prolonged. The tail
FCT is reduced by 10.3% - 17.3% compared with Express-
Pass/EP(A) and HPCC. They both face the last-RTT waste
of tokens (Section 4.1.1). Instead, PayDebt uses a data-
driven token generation method, which utilizes bandwidth.
HPCC wuses accurate in-network information, i.e., queue
length and link bandwidth capacity, to adjust sending win-
dow. On the one hand, small intermittent flows result in the
transiency of queue length. Therefore the adjustment of
sending window may mismatch the current network state.
On the other hand, HPCC explicitly controls the bottleneck
links to have a 5% bandwidth headroom; at the same time,
it uses INT headers, which also wastes bandwidth. For Web
search workload, the tail FCT of PayDebt is slightly down-
graded by 2.4% and 2.9% compared with DCQCN and
Homa (drop-less scenarios). Homa and DCQCN benefit
from a relatively large buffer occupancy to utilize the band-
width. Besides, PayDebt rate limits tokens, therefore revers-
ing data path uses up to 95% bandwidth. This can slightly
downgrade the performance of tail latency.

PayDebt leverages debt to coordinate between unsched-
uled and scheduled packets. The buffer occupancy is signifi-
cantly reduced to benefit small flows without significant
throughput loss of large flows. Although ExpressPass and
EP(A) achieve the smallest buffer occupancy across all
workloads, FCTs of both small flows and tail latency are rel-
atively high. The buffer occupancy of DCQCN and Homa is
relatively high. The tail latency is good, but the small flows’
FCT is relatively large.
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Fig. 12. Performance of Web Search workloads across different load.

5.3 Deep Dive of PayDebt’s Performance

PayDebt Achieves Good Fairness. To test the fairness and con-
vergence speed of PayDebt, we conduct simulations where
eight flows pass through the same network bottleneck one
by one and leave afterward. Note that for PayDebt, a proac-
tive congestion control whose receiver hosts use a Round-
Robin strategy to schedule tokens, flows belonging to the
same receiver host can achieve perfect fairness. Therefore,
to test PayDebt’s token congestion control mechanism (Sec-
tion 4.1.3), we choose a scenario where flows are destined to
different receiver hosts. Figs. 11a and 11b show the fairness
of ExpressPass and PayDebt, respectively. Both PayDebt
and ExpressPass converge quickly. They both benefit from
the characteristics of proactive protocols, allocating band-
width by receivers. PayDebt provides better fairness than
ExpressPass. ExpressPass suffers from redundant credit
drops at the network bottleneck, which could be unfair.
PayDebt does not drop tokens, and debts do not interfere
with the fairness since every flow should generate debt
packets.

Fig. 11c demonstrates the token length accordingly. Pay-
Debt sets the ECN-marking threshold K; of token to
1xBDP. When the third flow is injected, the queue length of
the token exceeds the threshold, i.e., PayDebt’s token con-
gestion control starts to take effect. The token queue length
converges to around the threshold K. It also indicates that
token packets do not consume much shared buffer on
switches.

Performance Across Different Loads. We evaluate PayDebt
under a wide range of network loads from 20% to 80%.
Fig. 12 shows that PayDebt performs well under heavy
loads and is at least comparable to state of the art under

15 1

10 PayDebt
HPCC
EP(A)

i EP !

[ DCQCN 50 }

203 04 06 07 08

0.5 0.7 0.8

Load

(a) Average FCT

0.5
Load

(b) 99th tail FCT

0.6

Fig. 13. Performance of Web Search workloads under 100 Gbps links.

(b) 0-100KB 99th tail FCT

(c) Buffer occupancy

light loads. Under light loads, e.g., 20%, the FCT of small
flows are nearly the same except for ExpressPass/DCQCN/
Homa(A). The main reason is that lightweight does not put
much pressure on the network and the buffer occupancy.
ExpressPass wastes the first-RTT. DCQCN faces a relatively
larger buffer because of a relatively large ECN-marking
threshold.

Along with load increasing, PayDebt stands out gradu-
ally. DCQCN/HPCC/Homa faces a larger buffer occu-
pancy, and EP(A)/Homa(A) faces a larger packet loss rate.
The buffer occupancy of PayDebt is almost stable across
different loads, i.e., around 160KB to 200KB, indicating that
PayDebt achieves good coordination among unscheduled
and scheduled packets.

Performance Under Higher Bandwidth Links. Fig. 13 demon-
strates the performance under 100 Gbps links across a wide
range of network loads from 20% to 80%. The trends of per-
formance among different loads are relatively the same.
PayDebt reduces the average FCTs as well as the tail
latency, indicating that PayDebt is robust to high band-
width links?.

Performance of Topologies With Other Fan-In Ratios. Besides,
to investigate PayDebt’s performance of Poisson arrival
flows across different topologies, a non-blocking topology
and topologies with 2:1 and 8:1 over-subscription ratios are
used for verification, respectively.

Figs. 14a and 14b show the performance variation of Pay-
Debt under Web search workloads following a Poisson pro-
cess among topologies with different over-subscription
ratio. Recall that Fig. 9c shows the performance of PayDebt
under over-subscription ratio 4:1 (Section 5.2). For the 2:1
over-subscription ratio topology, PayDebt achieves good
performance on small flows and competitive performance
on tail latency as expected. For the 8:1 ratio, a more notable
improvement on small flows is achieved. The main reason
is that other protocols struggle under a high fan-in ratio,
and a large buffer occupancy is observed. It means PayDebt
is robust to different fan-in ratios to some extent.

2. Homa suffers from a large number of packet loss and timeout
retransmission under 100 Gbps links. Hence, we omit its results.
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Fig. 14c shows the performance of PayDebt under Web
search workloads under non-blocking topology. Homa is
designed for small RPCs in non-blocking topology, and
achieves better performance on small flows. Aside from
Homa, PayDebt achieves at least comparable performance
with other approaches. NDP trims packet payload, there-
fore achieving a smaller buffer than PayDebt. However, it
hurts the performance of small flows because of the aggres-
sive drop (Section 2.2).

5.4 Further Optimization of PayDebt

When Buffer Overflows. In prior simulations, SMB shared
buffer is used, where buffer occupancy of PayDebt/Homa
reaches up to 1.03MB/6MB, respectively. We wonder about
their performance with a smaller switch buffer, where
packet loss occurs. Fig. 15 illustrates the results.

We compare PayDebt with Homa/Homa(A) under both
8MB and 4MB switch buffer. Because PayDebt achieves a
relatively small buffer, no packet loss occurs under both sce-
narios. Under the 4MB shared buffer scenario, Homa faces
0.03% and 0.01% packet loss rate for Hadoop and Web
search, respectively. The average FCT of small flows of
Homa is downgraded by 10.6% - 19.0%, and tail latency is
1.8x larger compared with Homa (8MB buffer) without
packet loss.

Further, the switch buffer is reduced to 800KB to investi-
gate the performance of PayDebt under lossy scenarios. Pay-
Debt starts to drop packets in the Hadoop workload. The

Hadoop

) Pay .8M) Homa-2q(8M) Homa-2q(4M)

WebSearch

FCT (ms)

107"
PayDebt(4M) PayDebt(0.8M) Homa-2q(8M) Homa-2q(4M)

Fig. 15. When packet drop occurs. The solid/dashed line denotes avg/
99th-tail latency of flows smaller than 100KB/all flows, respectively.

(b) Web Search (2:1)

(c) Web Search (non-blocking)

timeout of the probe packet is set to a relatively large value,
i.e., 4ms, to avoid unnecessary transmission of probing. Pay-
Debt faces 0.01% packet loss rate. Packet loss can hurt the
performance of small flows. The average FCT of PayDebt’s
small flows is downgraded by 3.5% compared with PayDebt
(8MB/4MB switch buffer). No explicit downgrade has been
observed for small flows’ tail latency. Benefit from selective
retransmission mechanism, considering all flows, perfor-
mance downgrade is negligible, i.e., average and tail FCT are
increased by 0.9% and 1.4%, respectively. The performance
of PayDebt is better than in Homa, even under lossy scenar-
ios. To summarize, the performance of PayDebt does not
downgrade severely when packet loss occurs.

Performance Under Incast Scenarios. We evaluate PayDebt’s
design of bounding the maximum inflight unscheduled
packets of the same sender-receiver host pair. Fig. 16a shows
the buffer occupancy performance under incast scenarios.
Incast flows are composed of one BDP packets. ExpressPass,
EP(A), and Homa(A) achieve a small buffer occupancy. This
is expected because ExpressPass has no unscheduled pack-
ets, while Homa(A) and EP(A) benefit from setting a small
threshold to drop unscheduled packets. Along with the
number of incast flows increasing, the buffer occupancy of
PayDebt remains relatively small. PayDebt benefits from
bounding the maximum inflight packets of the same host
pair. The buffer occupancy of DCQCN and HPCC reach
above 6MB, and PFCs are triggered. The buffer occupancy of
Homa reaches 8MB, and Homa starts to drop.

5.5 Mechanism Validation
This section digs into the debt mechanism of PayDebt to
validate its effects. Fig. 16b depicts the results.

The Timing of Debt is Essential. Fig. 16b shows the perfor-
mance of PayDebt by comparing it with three other variants
of PayDebt, i.e., no debt, w/ late-debt, and w/ early-debt
when running workload Hadoop following a Poisson pro-
cess. No debt means that no debt mechanism is used. Late-
debt stands for debts are sent after data packets of flows are
all received. Contrarily, early-debt stands for a debt is sent
as soon as an unscheduled packet is received (i.e., naive
debt in Section 3.1). PayDebt outperforms w/o debt and
w/ late-debt. Compared with PayDebt w/o debt and w/
late-debt, the performance of flows smaller than 100KB is
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greatly improved. This is expected because the buffer occu-
pancy is reduced by 3.72x and 2.14x, respectively. It has
been observed that improvement is made by PayDebt w/
late-debt, compared with PayDebt w/o debt. The main rea-
son is that the late-debts also compete for bandwidth with
tokens and reduce buffer occupancy. However, the timing
of late-debt deviates; therefore, the performance is not as
well as PayDebt. PayDebt w/ early-debt achieves almost
the same performance as PayDebt. Under a heavy load sce-
nario, sending a debt as soon as an unscheduled packet is
received does not hurt network throughput.

ECN-Based Token Congestion Control. PayDebt deals with
the token incast problem with ECN-based token congestion
control. Fig. 16d shows the buffer usage and average FCT
with different ECN marking thresholds in the Hadoop
workload. A small ECN marking threshold contributes to a
small buffer occupancy and a small average FCT. It indi-
cates that token congestion control is vital to provide better
performance.

5.6 Parameter Selection

ECN Marking Threshold K ;. K; determines how conservative
it is for flows to transmit scheduled packets. The smaller K,
is, the more conservative PayDebt is to transmit scheduled
packets. Fig. 16c shows the buffer usage and tail FCT with
different K, in the Hadoop workload. Threshold 0 means
sending a debt upon receiving an unscheduled packet, i.e.,
early-debt. It achieves the lowest buffer occupancy but not
the smallest average FCT for small flows. As K increases,
the buffer increases. It shows that 1x BDP can achieve good
performance among different thresholds.

Token Congestion Control K;. ECN marking threshold of
tokens K, determines how aggressively PayDebt deals with
the token incast problem. Fig. 16d shows that a too-small
ECN threshold, i.e., 0.5xBDP, causes under-utilization as in-
flight tokens might be insufficient. A too-large threshold is
not sensitive to token queuing and leads to the token incast
problem (Section 4.1.3). We find 1+«BDP achieves great
performance.

6 DISCUSSION

Overhead of PayDebt. The bandwidth overhead of debts/
tokens is 5%, as other proactive protocols do. Actually, for
reactive protocols (e.g., HPCC), per-packet ACK is neces-
sary for precise congestion signals, which also consume at
least 5% bandwidth. PayDebt uses a dedicated queue for
rate-limiting. It is necessary for oversubscribed networks to
ensure that bandwidth consumed by scheduled packets
will not exceed the network bottleneck. One additional
queue is generally available.

Compatible With Multiple Applications. Different applica-
tions are isolated by different queues (Section 2.3). Their
bandwidth can be allocated statically or dynamically. For
static allocation, PayDebt’s rate-limiters can be simply con-
figured to a static proportion (i.e., 5%) of the allocated band-
width. For dynamic allocation, given that the bandwidth
used on bi-direction paths is not symmetric, data packets
should go through the same direction as the corresponding
tokens to ensure that the rate-limiting is correct. It can be
achieved by leveraging forwarding tokens, i.e., tokens are
sent by senders. When the sender receives the ACKs of
tokens, corresponding scheduled packets can be transmitted.

When no Scheduled Packet Exists. Debts do not take effect
when all flows are made up of unscheduled packets. This is
the limitation for almost all the end-to-end congestion con-
trol protocols, i.e., flows finish transmitting too fast to take
congestion control. To handle all-unscheduled-packets sce-
narios, per-hop flow control should be involved [69], [70],
which is complementary to end-to-end congestion control
protocols.

7 CONCLUSION

The central idea of PayDebt is that buffer occupancy could
be reduced significantly in the first place instead of han-
dling buffer explosion afterward. At the core of PayDebt, it
proposes a debt mechanism to coordinate unscheduled and
scheduled packets so that they can share bandwidth harmo-
niously. Consequently, packet queuing delay and drops can
be reduced significantly. The average FCTs under main-
stream oversubscribed networks can be greatly reduced.
PayDebt’s performance is at least comparable to state of the
art under non-blocking networks. This design also alleviates
the switch vendors’ pressure to further increase the capacity
of on-chip buffers.
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