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Abstract—With the development of applications on end devices, such as cell phones and tablets, more and more passengers would
like to have entertainment on these end devices when they are cruising on vehicles. Due to the limited computation ability of the end
devices, some of these applications have back-end components on the edge clouds, which are realized by Service Entities (SEs). In
this work, we propose a system named DSEP to Dynamically determine the SE Placement, such that the maximum latency
experienced by the passengers can be minimized. To this end, we first train two sequential neural networks to predict the position of
each individual vehicle, and propose an efficient algorithm based on optimization relaxation and Lagrange decomposition to determine
the SE placement. Through extensive real-data driven simulations, we find that with the two sequential neural networks proposed in
this paper, there are less than 1 percent errors on estimating where the passengers will access the edge cloud system. When the
computation resources in the edge cloud are limited, DSEP can reduce the response latency by up to 43 percent compared with the
nearest placement scheme. Even averaging the performance improvement over all simulation settings, DSEP can reduce the response

latency by 16 percent.

Index Terms—Transportation systems, vehicle position forecasting, service entity placement

1 INTRODUCTION

WITH the development of end devices, such as cell
phone, tablet, etc., people can run various of appli-
cations on them. With these applications, people can
watch movies, listen music and play games when they
are traveling on vehicle as passengers. Some of these
applications are computation intensive, and hence, they
consist of front-end components running on the end
devices, and back-end components running on the
Cloud [1], [2], where the Service Entities (SEs) are hosted
to provide additional computation capabilities.

Running back-end components on remote cloud introdu-
ces large communication overhead, which hurts the perfor-
mance of delay sensitive applications, such Virtual Reality
(VR) and Augmented Reality (AR). To solve this problem,
some of the researchers proposed the concept of Mobile
Edge Cloud (MEC). The key idea of MEC is to move compu-
tation closer to users. In MEC, small servers or data-centers
that can host cloud applications are distributed across the
network and connected directly to Access Points (APs),
such as cellular base stations, at the network edge. With this
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method, the users can put their back-end components or
outsource their applications to the edge clouds, such that
the communication overhead can be reduced, thus improv-
ing the user experience.

The idea of distributing cloud servers at the network
edge is also leveraged by cloudlets [3], edge computing [4]
and fog computing [5], etc. In all these techniques, edge
servers are collaborating with each other to provide services
to the end users. A significant characteristic of MECs is that
the edge clouds are not as powerful as conventional clouds,
and hence they cannot provide enough dedicated computa-
tion resources to the SEs. The number of SEs placed on the
same edge cloud may greatly impact the computation
latency. On the other hand, always pursuing the load bal-
ance to reduce the computation latency may increase the
communication overhead. Accordingly, how to place the
SEs among the edge clouds is a big challenge in the edge
cloud systems.

Another characteristic of MEC is to support the user
mobility. When a user moves from the area covered by an
AP to another, the edge cloud hosting his/her SE should
be corresponding changed, i.e., the SE should be migrated
from one edge cloud to another. Previous works mainly
focus on 1-D movement [6], which is not the case when
the users are cruising in transportation systems as passen-
gers. In addition, the vehicles are moving much faster than
the conventional walking users. Accordingly, we should
predict the vehicle position in the near future to guide the
SE migration, rather than starting the SE migration until
the users reach the border of the area covered by their
current APs. This brings more challenges to determine the
SE placement and migration for the passengers in transpor-
tation system.
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In this work, we design a system named DSEP to
Dynamically determine the SE Placement for latency sensi-
tive applications in transportation systems when the pas-
sengers are cruising on vehicles. The objective is to
minimize the maximum response latency experienced by
arbitrary passengers, which can provide the worst case per-
formance guarantee to the entire system. To pursue this
objective, we first train two sequential neural networks; the
first one is a revised convolutional neural network hosted
by the remote powerful cloud to forecast the traffic velocity,
while the second one is a traditional full connected neural
network hosted by each vehicle to estimate the velocity of
itself in the near future. Combined with the vehicle route
information, we can predict the position of each vehicle.
Based on this vehicle position prediction, a joint optimiza-
tion model is formulated to calculate the SE placement.
Since the SE placement is NP-hard and difficult to solve in a
timely manner, an efficient algorithm based on relaxation
and Lagrange decomposition is proposed. Through exten-
sive real-data driven simulations, we find that for the pas-
sengers on more than 99 percent of the vehicles, DSEP can
estimate exactly the APs from which they will access the
edge cloud system. For the latency issue, averaging over all
the simulation settings, DSEP can reduce the maximum
response latency by 16 percent compared with the nearest
placement scheme. In the scenario where the edge clouds
have limited computation resources, DSEP can reduce the
maximum response latency by up to 43 percent.

The main technique contributions of our work can be
summarized as follows:

e A system named DSEP to dynamically determine the
SE placement for latency sensitive application in
transportation systems (Section 3)

e Two sequential neural networks to predict the vehi-
cle position (Section 4)

e An efficient algorithm to calculate the SE placement
based on the vehicle position prediction (Section 5)

e Extensive real-data driven simulations to show the
effectiveness of DSEP (Section 6)

2 RELATED WORK

There are a number of related works on vehicle position
forecast and SE placement. We review the most closely
related ones.

Vehicle Position Forecast. Traffic forecasting in transporta-
tion systems is a topic that has been studied for several dec-
ades. Most of the works on traffic forecasting is to predict
the traffic congestion [7], [8], [9] or traffic flow [10], [11], [12],
i.e., the number of vehicles passing through a given road
segment during a unit of time, rather than the exact individ-
ual vehicle position which is required in our work. With the
traffic congestion or flow information, it is difficult to get
the vehicle position. However, if we know the position of
every vehicle, we can forecast the traffic congestion and
flow condition in the near future. Another category of work
related to our work is the traffic speed/velocity forecast-
ing [13], [14]. These works focused on the group velocity of
vehicles on the road, rather than the velocity of each indi-
vidual vehicle as in our work.

SE Placement. It can be treated as job scheduling in an
edge cloud system to determine the SE placement. In this
area, there are a lot of existing works. OnDisc [15] is a sys-
tem to dispatch and schedule the jobs in edge clouds and
minimize the weighted response time. The objective is simi-
lar to our work, but it does not allow the SE migration
among edge clouds. ITEM [16] studies how to allocate the
SEs among the edge clouds such that a series of costs, such
as activation cost, placement cost, etc., can be minimized.
[17] proposes a system to allocate the resources in edge
cloud systems without the user mobility information. How-
ever, this is not suitable to the transportation system as we
can accurately forecast the vehicle position in the near
future. In addition, [18] and [19] focus on the service migra-
tion in edge cloud systems. Both of them are based on sto-
chastic model, and loss the optimization space when the
user movement can be forecast as in transportation systems.

3 PROBLEM DEFINITION

In this section, we define the problem we are to study in
this work. At first, we present the system model investi-
gated in Section 3.1. Then, we discuss the latency cost we
should consider in Section 3.2. At last, we state the prob-
lems to solve in our work and present an overview of
DSEP in Section 3.3.

3.1 System Model

We consider a metropolitan-area transportation system. In
this system, there are a set of edge clouds dispersed along
the road. Each edge cloud is accompanied by an Access
Point (AP), which can be a base station and allows the user
to connect to the platform.

Along the road, there are sensors installed to measure the
vehicle velocity and count the number of vehicles passing
through. These data will be collected and sent to a remote
cloud for further analysis. The analysis results can be pulled
by the vehicles on the road. In addition, each vehicle can
measure the velocity of other vehicles on its road through
the Vehicle-to-Vehicle (V2V) communication. Furthermore,
we also assume that the route of each vehicle is fixed in the
near future. The route of vehicles may change due to some
unpredictable factors, such as traffic congestion, however,
the route in the near future, such as 5 to 10 minutes, can be
treated as fixed.

On the vehicles, passengers are running applications
like Virtual Reality (VR) and Augmented Reality (AR).
Since these applications are resource-hungry and delay-
sensitive, they should outsource their back-end compo-
nents to the edge cloud system. To host these back-end
components, Service Entities (SE) are set up on the edge
cloud to record the users personal data and the processing
logics on the data, take care of the user state and computa-
tion-intensive tasks such as scene rendering, object recogni-
tion and tracking. For simplicity, we say an SE is placed on
an AP instead of it is placed on the edge cloud accompa-
nied by the AP hereafter.

Passengers (in fact, their end devices) always connect to
the nearest AP, and hence, we assume all the passengers
on the same vehicle are connecting to the same AP. However,
the SEs for their applications may not be placed on the AP
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they are connecting to. For example, when the vehicle is
cruising on the road, the passengers may connect to an AP
far from the one that is originally hosting their SEs. In this
case, there will be larger latency to transmit the data. To
ensure the high Quality of Services (QoS), we should dynam-
ically migrate the SEs among the edge clouds. In addition,
this SE migration should be done in advance in order to keep
the continuous services, rather than start migration when an
application suffers from high latency.

The resources in the edge clouds are virtualized using
container-based technologies, and hence they can be allo-
cated and shared flexibly. When a container hosts multiple
SEs, the docker engine schedules the resources to execute
these SEs based on round-robin. Based on these facts, a
remote powerful cloud centrally plans the SE placement
such that the maximum latency experienced by arbitrary
passenger can be minimized.

There are two terms, vehicle velocity and traffic velocity,
should be defined. Vehicle velocity is the velocity of an indi-
vidual vehicle, while traffic velocity is the group velocity of
all the vehicles on a given road segment. The traffic velocity
can be calculated as the average vehicle velocity on such
road segment. Apparently, the vehicle velocity is tightly
coupled with the traffic velocity.

3.2 Latency Models

To allocate back-end component on edge clouds, an applica-
tion would suffer from two types of latency: data transmis-
sion latency and computation latency.

Transmission Latency: When the SE of an application is
not placed on the edge cloud accompanying with the AP
that the corresponding passenger connects to, the applica-
tion data should be delivered among APs, which incurs
transmission latency. The transmission latency increases
with the distance on the topology between the AP from
which the passenger accesses the edge cloud system and
the AP on which the SE of his/her application is
placed [20]. Say d,; is the distance, i.e., hop number,
between the AP ¢ and AP j, a} is a binary parameter to
denote if passenger u connects to AP 4, and y! € {0,1}
denotes if the SE for passenger u’s application is placed at
the edge cloud accompanying with AP j, the transmission
delay for passenger u’s application is

T, = aldiy!. €]
i.j

Computation Latency. Since the edge clouds are not inten-
tionally designed for large-scale resource multiplexing, and
performance isolation is typically difficult with light-weight
virtualization, the SEs allocated on the same edge cloud
should compete for the computation resources [16]. When
multiple SEs are placed on the same CPU core, they will be
scheduled based on round-robin, and thus, the stretch on
execution time. If there are K SEs allocated on a specific
CPU core, the execution time can be modeled as a K + 3,
where « and g are CPU specific parameters. Smaller « indi-
cates a more powerful edge cloud. If all the SEs in an edge
cloud are properly distributed among all the CPU cores, the
computation latency on the edge cloud connecting with AP
i can be formulated as

Fig. 1. System model.

C; = a;m; + B, (2)

where «; and B; are edge cloud specific parameters, and m;
is the number of SEs placed on edge cloud .

It is worth noting that in DSEP, the SEs would migrate
among edge clouds when the vehicles are cruising on the
road. Accordingly, there should be migration delay experi-
enced by the passengers. However, in DSEP, this migration is
executed in advance based on the vehicle position forecasting.
Therefore, the SE migration latency experienced by the pas-
sengers is only the time to invoke the SE instance on the edge
cloud with container technology. Such latency is usually hun-
dreds of microsecond, and hence can be ignored.

3.3 Problem Statement and Nutshell of DSEP

In DSEP, the time horizon is divided into time slots. At any
time slot, DSEP should determine the placement of SE for
every application in the next time slot such that the maxi-
mum application latency experienced by arbitrary passen-
ger can be minimized. To achieve this goal, DSEP should
first forecast the vehicle positions in the next time slot. There
is a simple way to forecast the vehicle position. Say the vehi-
cle position at time slot s is x, and the velocity is v, then we
simply forecast the vehicle position in next time slot as
Tep1 = Ts + vsAt. This method works in small cities with
light traffic load and few traffic lights. However, in a metro-
politan city, such as New York city, this method does not
work, since there are plenty of blocks, and the vehicle veloc-
ity is greatly impacted by other vehicles and traffic lights on
the road.

To solve this problem, DSEP divides the entire area cov-
ered by the edge cloud system into a grid of squares, and
then adopts two sequential Neural Networks (NN) to fore-
cast the vehicle velocity in each square. The first NN fore-
casts the traffic velocity in every square based on the
traffic and environment conditions in the nearby squares.
This NN is hosted by a remote powerful cloud since it
needs the traffic information of the entire area. In addition,
it is a large computation task to forecast the traffic velocity
of all the squares.

Based on the traffic velocity prediction derived by the
NN hosted remote powerful cloud, every vehicle maintains
a local NN to forecast its vehicle velocity. Such NN should
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Fig. 2. Overview of DSEP.

be maintained by each vehicle itself since the vehicle veloc-
ity depends on many individual information, such as vehi-
cle type, driver’s behavior, etc. In addition, this NN only
needs to predict the vehicle velocity in a very few number
of squares along its route. Accordingly, it can be done by a
device with very few computation resources, such as on the
GPS device carried by the vehicle.

With the route and velocity forecast of each vehicle, the
position of each vehicle in the next time slot can be estimated.
Then, a vehicle will push following information to the remote
powerful cloud: 1) its position estimation in the next time slot;
2) the SE identifications of all its passenger’s applications.
When collecting all these information from vehicles in the
area served by the edge cloud system, the remote powerful
cloud calculates the new SE placement, and starts the SE
migration in order to provide low latency services.

According to above discussions, the workflow of DSEP
can be summarized in Fig. 2. With the history traffic data,
the remote powerful cloud trains an NN, which will be
used to forecast the traffic velocity based on the latest traffic
information. Meanwhile, each vehicle trains a local NN
that can predict its vehicle velocity according to the traffic
velocity and environment information. Based on the traffic
velocity derived by the remote powerful cloud and the envi-
ronment information sensed by the vehicle itself or through
the V2V communication, the local NN hosted by each vehi-
cle can estimate its own velocity in the near future. Combin-
ing with its route information, it can estimate the vehicle
position in the next time slot. This position information will
be pushed to the remote powerful cloud with the applica-
tion information. Then, the remote powerful cloud opti-
mizes the SE placement for the next time slot and invokes
the SE migration procedure.

In the following two sections, we will discuss how to
forecast the vehicle position and how to optimize the SE
placement in detail, respectively.

4 VEHICLE POSITION PREDICTION

As we discussed in last section, there are two main parts in
DSEP: vehicle position prediction and SE placement. At first,
we present how to predict the vehicle position in this section.
In DSEP, two sequential Neural Network (NN) is lever-
aged to predict the vehicle position. The first one is a revised

L Convolutional Layer | Sub-sampling Layer |  Full-connected NN |

Input Layer Feature maps Feature maps |
T — O
Traffic load
information
L= O
[ B — 1P
Traffic velocity
information
|| B Environment
information

Fig. 3. Structure of remote neural network.

Convolutional Neural Network (CNN) hosted by the
remote powerful cloud to predict the traffic velocity, we
call it Remote Neural Network (RNN), while the second
one is a conventional full mesh neural network hosted
by each vehicle itself, we call it Local Neural Network
(LNN). In the following, we present how to design these
two NNs in detail.

4.1 Neural Network on Remote Powerful Cloud
Structure of Remote Neural Network. On the remote powerful
cloud, a revised CNN as shown in Fig. 3 is hosted as the RNN
to predict the traffic velocity. It should be noted that the struc-
ture of the RNN is different from the conventional CNN.

In RNN, there are two categories of information that
should be input into the convolutional layer, the traffic load
information and the traffic velocity information. Different
from conventional CNN in which the convolutional kernels
(a.k.a filter or feature detector) are used to deal with all the
input data, the traffic load information and the traffic veloc-
ity information have their own convolutional kernels,
respectively. We make such change due to two reasons: 1)
the kernels are used to distill the characteristics of the input
data, and different kernels should catch different character-
istics of the input data. The traffic load and the traffic veloc-
ity are two categories of information and hence have their
specific characteristics; hereby we train different convolu-
tional kernels for them; 2) since each convolutional kernel
does not connect to all the input data, the computation com-
plexity to train the RNN can be reduced.

The other difference between conventional CNN and the
RNN is that in the full connected layer, more data, such as
the weather, the time and some identifier to indicate if there
is an event nearby, etc., are input into the RNN. We do not
input these information into the convolutional layer because
they are independent to each other, and hence, we do not
need kernels to distill the interrelationship among them.
Again, this is to reduce the computation complexity of train-
ing the RNN.

Similar to most of the conventional CNN, in the sub-
sampling layer (a.k.a. spatial pooling step), RNN adopts the
function MAX to reduce the dimensionality of each feature
map but retain the most important information. This is only
a choice based on experience. We have tried multiple func-
tions, such and MIN, AVERAGE etc., and found that the
MAX function can derive the best results.
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Fig. 4. How to generate traffic information.

Input of Remote Neural Network. To capture the traffic
information (both of the traffic load and the traffic velocity)
of each time slot, we first divide the entire area covered by
the edge cloud system into a grid of squares as in Fig. 4a
(the size of the squares will be discussed based on simula-
tions in Section 6.3). Then, we can calculate the number of
vehicles appear in each square in each time slot, which is
the traffic load information input into the RNN. In the
meanwhile, the vehicle velocity when it passes through
each square is also recorded. By averaging the velocity of all
the vehicles passing through each square in each time slot,
we can derive the traffic velocity information. A sample of
the traffic velocity input is shown in Fig. 4b.

An alternative and more intuitive method to divide the
area covered by the edge cloud system is to perform the
division along the road line. However, it is not necessary in
our work, since the convolutional kernels can distill the
road line information. Also, using squares with dynamic
size may also improve the prediction performance. As we
will see in Section 6.3, dividing the area with the same-size
square can achieve a good performance. Accordingly, we
do not adopt the dynamic size squares which would
increase the problem complexity.

Output of Remote Neural Network. The ideal output of
RNN is the exact traffic velocity in each square. However,
through extensive experiments, we found that such model-
ing method cannot achieve a good performance. Consider
we only need to estimate from which AP that a vehicle will
access the edge cloud system, rather than the exact position,
alternatively, we quantize the traffic velocity. For example,
say the maximum velocity in an area is 50 mph, we can
quantize the vehicle velocity every 5 mph. Then, we can
leverage the quantized traffic velocity in Fig. 4c to denote
the traffic velocity shown in Fig. 4b. With such limited num-
ber of possible outputs for each square (say there are N pos-
sible outputs), we leverage N-bit binary value to encode the
quantized traffic velocity and set up N output perceptrons
for each square. The kth perceptron for a specific square
outputs the likelihood that the traffic velocity in this square
is from 5(k — 1) mph to 5k mph.

Based on above discussions, leveraging the traffic and
environment information in each time slot ¢, and the quan-
tized traffic velocity information in time slot ¢ 4+ At, we can
train the RNN to forecast the traffic velocity of each square
in At time slots later.

4.2 Neural Network on Local Vehicles

The neural network on each local vehicle, i.e., LNN, is a con-
ventional multi-stage full-connected neural network. The
input of this LNN is the output of RNN, the velocity of the
host vehicle and some of the vehicles nearby, the identifier

to indicate the vehicle route, and other environment infor-
mation that is also used by the RNN. The LNN should be
maintained by each vehicle itself since the vehicle velocity
depends on much individual information, such as vehicle
type, the driver’s behavior, etc.

The only issue that needs more discussions is how to
generate the training data to integrate the route and vehicle
velocity. At first, We estimate how many squares a vehicle
may traverse in a time slot. Suppose this value is S, we
should input identifiers of the next S squares along the vehi-
cle route, and use the velocity of this vehicle in these
squares as the desired output. For example, a vehicle can
traverse at most 3 squares in a time slot, and the next 3
squares on vehicle V’s route are squares 1, 2 and 3. In this
case, the identifiers of squares 1, 2 and 3 should be used as
part of the input to train the LNN. In the meanwhile, the
vehicle velocity in these three squares in the following time
slot is used as the output in the training sample. If vehicle V/
does not arrive in square 3 in the following time slot, the
desired vehicle velocity in square 3 is 0.

During the training phase, the real traffic velocity is
used to train the LNN. However, in the inference phase,
each LNN first pulls the traffic velocity forecast output
from the RNN, and set it as part of its input. The output of
an LNN is also the quantized vehicle velocity as in RNN.
We use the median value of the output velocity interval to
estimate the vehicle position. For example, if an LNN indi-
cates its quantized vehicle velocity in an area is between
40 mph and 45 mph, we use 42.5 mph to calculate the vehi-
cle position prediction.

It is worth noting that by putting more output percep-
trons in to RNN, it can be used to forecast the traffic velocity
in multiple time slots later. With this forecast, LNN can pro-
vide a longer-term vehicle velocity and position prediction.

4.3 Discussions

Communication Cost. The communication cost in DSEP con-
tains three parts: RNN collects the traffic load and velocity
from each square, vehicles pull the traffic velocity forecast-
ing from the RNN, and the local V2V communication to
detect the velocity of nearby vehicles. Say there are K
squares covered by the edge cloud system, and we need B
bytes to encode the traffic information in each square, the
RNN should collect KB bytes data in each time slot. Usu-
ally, we only need several bytes to encode the traffic infor-
mation in a square; even if there are millions of squares in
the area covered by the edge cloud system, the RNN needs
to collect several millions of bytes data for the traffic veloc-
ity forecasting.

To pull the traffic velocity information from the RNN, the
data amount received by each vehicle should be less than
the amount received by RNN for traffic velocity forecasting,
since the output of RNN is quantized and can be encoded
with fewer bits. To reduce the amount of data sent by the
remote powerful cloud, the traffic velocity forecasting
results can be first pushed to the edge cloud, and each vehi-
cle pulls these forecasting results from the edge cloud.

In addition, the V2V communication cost should be
much less than that to pull the traffic velocity forecasting
from RNN. Since each vehicle only asks for velocity data
from several nearby vehicles, such communication cost
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should be on the dozens of bytes level. Accordingly, DSEP
suffers from very light communication cost.

LNN for New Vehicles. Since the LNN may capture the
characteristics of drivers’ behaviors, the LNN on a new
vehicle may not work. To provide a compensation for this,
each company can train an initial LNN for each brand of
vehicle. When the driver sells the vehicle or move to another
place, he/she can reset the LNN and train it with new driv-
ing data.

Migration Cost. There is cost to migrate the SEs among the
edge clouds. If we migrate the SEs too frequently, it would
incur too much communication cost and even result in net-
work congestion at the network edge. Consider the migra-
tion procedure is only invoked once in each time slot, we
can control the migration cost by properly set the duration
of one time slot.

5 SERVICE ENTITY PLACEMENT

In last section, we discussed how to forecast the vehicle
position. Based on the vehicle position forecast, we can
dynamically adjust the SE placement to improve the appli-
cation latency experienced by the passengers. In this sec-
tion, we first formulate the problem to minimize the largest
latency experienced by passengers through SE placement
and analyze the problem complexity in Section 5.1. Since
the SE placement problem is NP-hard, we propose an effi-
cient algorithm to solve it in Section 5.2.

5.1 Problem Formulation and Analysis

To minimize the largest latency experienced by arbitrary
passenger in a specific time slot through SE placement, we
can formulate following SE Placement Problem (SEPP):

minimize T. 3
Subject to:

Yo atdiyi + Y yilemi+B) < T, Vu (3a)

i.J J
dyi=1, Yu (3b)

J
Z y; =m; Vj (3¢)
yj €{0,1}, Vj u. (3d)

In this formulation, @ is a binary parameter to indicate
if passenger u will access the edge cloud system through
AP i, which can be derived based on the position forecast
in last section; d;; is the distance between AP i and AP j
on the topology; and yj is the decision variable to indicate
if the SE of passenger u is placed on the edge cloud con-
necting with AP j. The objective of SEPP is to minimize
the maximum latency experienced by arbitrary passenger,
T. The constraint (3a) says the latency experienced by
every passenger u should be less than the maximum
latency. On the left hand of this constraint, the first term is
the data transmission delay which is associated with the

distance on the topology, while the second term is the com-
putation latency which is determined by m;, i.e., the num-
ber of SEs that are placed on the same edge cloud.
Constraint (3b) indicates that the SE of every passengers
should be placed in one and only one edge cloud.
Constraint (3c) is used to calculate the number of SEs
placed on each edge cloud.

Due to the binary variable y% in this formulation, the
SEPP model may be difficult to solve directly. Accordingly,
we first study the complexity of SEPP. To this end, we only
consider a special case of SEPP, i.e., d;; =0 and B;=0.In
this case, the SEPP can be modified as

minimize T 4)
Subject to:
SanYR<T o
J v
doyi=1, Vu (4b)
J
y; €{0,1}, Vj,u. (4c)

Theorem 1. The special case of SEPP (4) is equivalent to follow-
ing unrelated machine scheduling problem

minimize 7. (5)
Subject to:
S oyl <T, Vi (5a)
dyi=1, Vu (5b)
J
y; €{0,1},  Vj,u. (5¢)

Proof. To prove this theorem, we should show constraint (4a)
is equivalent to constraint (5a).
At first, if we have ), ajyi <T,

Dol Y v =y (Zajyj) <TY =T
J v j ) 7

Contrarily, .if we he.lve Z]. oy > yi < T for any w,
suppose there is some j* such that 3, ajyjs > T > 0, to
ensure

Doy Dy =Dy <Z aﬂ/éf’) <T.
j v j v
there must be

Y. =0 Vu.
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It means
Doyl =ap 3y =0,
u u

which contradicts to our assumption. Accordingly, there
mustbe }°, oy <T. ]

Since a special case of SEPP is equivalent to unrelated
machine scheduling problem, which is NP-hard [21], we
have following theorem:

Theorem 2. SEPP is NP-hard.

Due to the hardness of SEPP, we need an efficient heuris-
tic to solve it.

5.2 Algorithm Details

Since there are two types of latency in SEPP, i.e., the data
transmission latency and the computation latency, we can
consider to decompose the SEPP into two subproblems and
optimize them separately. To this end, we observe that
constraint (3a) is the only constraint that couples these two
types of latency. Therefore, we reformulate it as

> atdiyl + Y yi(em; + ;)
i 7

= Z (Z a?dij + ,8]> y]“ + Z y;fotjmj.
J g J

If we associate the first term to 77, while the second term to
Ts, and introduce another variable zj =yj to substitute the
y} in the second term, SEPP can be reformed as

minimize T + Tb. (6)
Subject to:
Z (Z aﬁldi]‘ + ﬂj> y;-‘ <Ty Yu (6a)
j i
Yoy > A<D Vu (6h)
7 U
dyi=1, Vu (60)
J
yi =2}, Viju (6d)
y}l € {Oa 1}7 \V/], U. (66)

It should be noted that in (6b), we replace m; by »_, 2%
due to (3¢c). By relaxing constraint (6d) with Lagrange multi-
plexer A = {A}, we obtain

minimize Tj + 15 + Z (Y] — 2). %)
Jiu

Subject to:
(6a), (6b), (6c), (6d)
Z zi=1, Vu (7¢"
J
2 ef{0,1}, Vj,u. (7€)

Then, (7) can be decomposed into two subproblems. One
is associated with the data transmission, named SEPP-T:

Li(A) = minimize T + Z /\}"y;f’. 8)
Jau

Subject to:
(6a), (60), (6¢),

and the other is associated with the computation, named
SEPP-C:

Ly(A) = minimize 75 — Z Ajzj. ()
Ju
Subject to:
(60), (7¢), (7¢/).

Following the the same thought to prove Theorem 1, SEPP-
C can be simplified as

Ly(A) = minimize T, — Z Ajzj.

Jiu

(10)
Subject to:

asz}‘ < T2 Vj

(7¢), (7€).

(10a)

Algorithm 1. Service Entity Placement Algorithm

Input: The access point of each passenger {a!} and the latency

between arbitrary AP pair {d;;}, and the computation capabil-

ity of each edge cloud {«;} and {8;}

Output: The service entity placement {y!}

: Initialize \Y — 0 Vj, u

: Solve (8) and obtain the solution {y}}

: Solve (9) and obtain the solution {z}}

: while 37, [y} — 2j| > 0do

AY = N K(y}‘ — z;l)

Update {yj} to be the solution of (8) associated with

parameter A}

7 Update {2!} to be the solution of (9) associated with
parameter A7

8: end while

return {y/}

©

Since L;(\) + La(N) is a lower bound of the objective
value of SEPP, we should pursue:

T = maximize L1 (A) + La(A). (11)

Based on above discussions, we design Algorithm 1 to solve
the SEPP problem. In this algorithm, we first initialize all the
Lagrange multiplexer to be 0, and solve SEPP-T and SEPP-C,
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respectively. If these two subproblems cannot achieve an
agreement on the SE placement, ie, >, v} —zj| > 0, we
adjust the Lagrange multiplexer in Line 5. When y — 2} > 0,
Algorithm 1 should increase Aj. This increases the cost to
place the SE of passenger u to the edge cloud j in SEPP-T.
Meanwhile, it reduces the cost to place the SE of passenger u
to the edge cloud j in SEPP-C. Accordingly, increase A} bene-
fits SEPP-T and SEPP-C to achieve an agreement on the SE
placement. For the same reason, Algorithm 1 reduces A} if
yj — 2§ < 0. Combining these considerations, we update the
Af by setting \Y < A} + k(y} — z}), where « is a positive num-
ber as the iteration step size. Another reason behind this
Lagrange multiplexer updating method is that ' — z!' is the
gradient of \7. To pursue the objective of (11), we should
update A7 in its gradient direction. After updating the
Lagrange multiplexer, we solve problems (8) and (9) once
again. Such iteration ends when these two subproblems
achieve the SE placement agreement.

So far, we have derived an algorithm framework to solve
SEPP based on Lagrange relaxation and optimization
decomposition. However, problems (8) and (9) are also Inte-
ger Linear Programming (ILP) models for given A. We need
efficient methods to solve them. In the following, we discuss
how to solve SEPP-T and SEPP-C in detail.

5.3 Efficient Solutions to SEPP-T and SEPP-C
At first, we consider SEPP-T, which can be reformulated as

minimize M. 12)

Subject to:

3 (Z aldij + @-) v+ DNy <M Vi

(6¢), (Ge).

Since

Z (Z aid; + ﬁj) Y+ Z Ayl
[ J,u

J

-3 (St 4 3
J i u
we have

Theorem 3. Suppose j* is one of the locations, such that

The optimal solution of (12) is

W J1 ifj=y
Yi =10 otherwise

Proof. At first, the solution proposed in this theorem clearly
satisfies the constraints of (12). Suppose there is 5’ such that

Sty B+ X > Y+ By SN

and y; = 1, we can modify the solution by setting . =1
and y% = 0. This generates another feasible solution with-
out increasing the objective value. 0

As to SEPP-C (10), we can also modify it to be

minimize M. (13)

Subject to:

This is clearly a classic parallel unrelated machine schedul-
ing problem, which is NP-hard [21]. Fortunately, we have 2-
approximation algorithm to solve it efficiently based on
relaxation and rounding [21].

6 PERFORMANCE EVALUATION

In this section, we evaluate the performance of DSEP
through extensive real-data driven simulations.

6.1 Data Description and Preprocessing

To evaluate the performance of DSEP, we leveraged the
trace data of all the Electronic Taxis (ETs) in Shenzhen,
Guangdong province, China from March 1st, 2016 to March
31st, 2016, which was collected by Shenzhen Institute of Bei-
dou Applied Technology (SIBAT). During the data collec-
tion procedure, the staffs of SIBAT equipped a location
tracing device on every ET in Shenzhen, and the device
would report ET trace data to the controlling center every
20 seconds. The trace data of each ET includes following
information: its plate ID, time stamp and its location (.e.,
longitude and latitude). According to these messages, we
can easily construct the route and calculate the velocity of
each ET. In addition, we can also count how many ETs pass
through each square, i.e., the traffic load information, in
each time slot. The same data set has been used in some of
the previous works [22], [23], [24], [25].

During the simulation, the data on the first 21 days are
used for the training purpose, while the remaining data are
used for testing purpose. Before we generate the samples
for training the RNN and LNNs, we remove some of the
data indicating an ET stops on the road. If an ET stops for
more than 3 minutes, and at least one of the following con-
ditions for the square in which this ET stops holds, all its
data from the time it stops to the time it starts to move again
are removed:

e There is a charge station in 20 m from the location
where the ET stops
e There are ETs stopping for more than 20 minutes in
its nearby squares almost everyday
e The ET stops in this square or its nearby squares for
more than 20 minutes almost everyday
The first item implies the ET is waiting for the charging
services. The second item is proposed in case that the ET
enters a parking area and waiting for passengers. The last
item occurs because a driver would park the ET at a place
when he/she has a rest everyday. Under these conditions,
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the ET would not impact the traffic condition, and hence we
do not use related data to train the NNs. In other cases, an
ET may stop on the road due to the traffic signal (< 3 min)
or traffic congestion (> 3 min). In addition, our simulations
are only based on the data in the daytime, i.e., 7:00am —
9:00pm. During the night, since the drivers go off work and
the ETs stop in the parking lots, most of the data are filtered
out and there are not enough data for us to train the NNs.

Since ETs seldom appear in some areas, we select a
10 km x 10 km area, in which ETs are usually cruising.
There were 697 ETs that appear in this area everyday during
the period we collected data. We only use these ETs in the
simulation.

6.2 Simulation Settings

Edge Cloud System Setup. Because we only have the ET trace
information, but not the edge cloud system information, we
randomly generate longitudes and latitudes following uni-
form distribution to allocate edge servers in the area we
study to host SEs. In Shenzhen, a metropolis in China, busy
roads are overcrowded in our studying area, and hence we
randomly allocate the edge servers over the entire studying
area, rather than along the roads. Considering the coverage
radius of each edge cloud is several hundreds of meters [26],
[27], we allocate 200 edge servers in the area. In this case, the
coverage radius of each edge server is about 400 meters. It
should be noted that by changing computation latency
parameter, o;, we can derive similar simulation results with
different number of edge servers. For example, if we inc-
rease the «; by 10 times, we can derive similar results with
£ of edge servers. Therefore, we fix the number of edge
servers in our simulations. For simplicity, we set g; = 0 and
assume «; = « for all the edge cloud .

Among the edge clouds, we assume there is a wired con-
nection between any two edge clouds with a probability
reversely proportional to the physical distance between
them. The transmission latency between two directly con-
nected edge clouds is set to be 2 ms, and the application
data are delivered through the wired path with minimum
number of hops among edge clouds. This setting is based
on the measurement with traceroute or ping command. We
can see that usually the latency from our hosts to a nearby
server is hundreds of microseconds to 2 ms. Accordingly,
we conservatively assume the transmission latency between
two directly connected edge clouds is 2 ms, since the
smaller the transmission latency is, the larger performance
improvement DSEP can achieve. Actually, we can also
assume it is hundreds of microseconds or tens of mini-
seconds. Regardless of which setting we adopt, almost the
same conclusion should be derived in the simulations:
DSEP can achieve a good trade-off between the transmis-
sion latency and the computation latency, such that the
entire latency experienced by the passengers will be
minimized.

Baselines and Metrics. For the vehicle velocity forecast,
the baseline is the ground truth which is derived based
on the collected ET location data. We leverage Average
Root Mean Square Error (ARMSE) to evaluate the perfor-
mance of the vehicle velocity forecast method, which is
defined as:

(14)

1 (D (t) — ve(t))?
ARMSEZE;\/Z( 0 -

where E is the number of ETs, T is the number of time slots,
while ¢, (t) and v,(t) are the forecast and real velocity of ET
e at time slot ¢, respectively. To evaluate the performance of
vehicle position prediction, we test the average number of
ETs whose passengers connect to the APs different from the
estimated one over all the time slots.

As to the SE placement part, we have three baselines: 1)
place SEs on the nearest edge cloud based on the predicted
ET positions; 2) place SEs on the nearest edge cloud based
on the real ET positions; 3) place SEs with Algorithm 1
based on the real ET positions. It should be noted that, in
fact, DSEP places SEs with Algorithm 1 based on the pre-
dicted ET positions. In this part, the evaluation metric is the
performance improvement. We define the performance
improvement of scheme 1 compared with scheme 2 as
%, where L; and L, are the maximum latency experi-
enced by arbitrary passenger under scheme 1 and scheme 2,
respectively.

Since the locations of edge clouds are randomly selected,
all the points in following simulations are averaged by
20 tries.

6.3 Performance of Vehicle velocity/Position
Prediction
There are mainly three parameters that greatly impact the
performance to predict the vehicle position: 1) the size of
squares to divide the studying area; 2) the size of the con-
volutional kernels in RNN; and 3) the number of hidden
layers in LNNs. In this subsection, we investigate the
impact of these parameters through extensive simula-
tions, which also provides us guidelines on how to set the
NN parameters.

Impact of Square Size. To study how the square size
impacts the performance to predict the vehicle position, we
assume the convolutional kernel of the RNN is 50 x 50 and
each ET hosts a LNN with only 1 hidden layer. Then, we
change the size of the squares and test the vehicle position
prediction performance. The simulation results are shown
in Fig. 5. From this figure, we can make following
observations.

First, when we divide the area into a grid of squares with
side length 8 ~ 10 m, we can derive the best traffic velocity
prediction performance (the performance is slightly worse
when the side length is 8 m than that when the side length
is 10 m). No matter the square size goes larger or smaller,
the vehicle velocity prediction performance goes worse. By
carefully studying the road condition of the metropolis
where the traffic data were collected, we found that the
width of most of the roads in one direction is about 8 ~ 9
meters. The squares with side length 8 ~ 10 m can best
match such characteristic. Because we cannot ensure the
squares used to divide the studying area starting from the
bound of the roads, both of these two types of squares may
incur some errors (interference between two directions or
cannot cover one direction). Even if we can set the square
side length to be the road width in one direction (in fact, we
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Fig. 5. The impact of square side length.

cannot since the road width is changing over the studying
area), such error still exists and we cannot expect a much
better performance. However, both of these two settings
can derive almost the same vehicle velocity prediction per-
formance and outperform other settings, which gives us
some hints to tune the parameters. On the other hand, the
squares with larger size may include too many lanes in a
square, while the smaller squares may divide the traffic
information in one direction into multiple squares, there-
fore, larger or smaller size of the squares used to divide the
studying area incurs larger error and hurts the performance
of traffic velocity prediction.

Second, as shown in Fig. 5a, by dividing the entire area
into a grid of 8mx8m or 10 m x 10 m squares, the
ARMSE of vehicle velocity prediction is about 1.8 mph,
which is close to the average quantizing error 1.25 mph. It
shows the good performance of our vehicle velocity predic-
tion method.

Third, it performs better to predict the vehicle velocity in
a time slot closer to the current one. This is a very intuitive
observation. However, it is worth noting that even to pre-
dict the vehicle velocity in 5 time slots later, the perfor-
mance is very close to that only predicts the vehicle velocity
in 1 time slot later. This enables DSEP to predict the vehicle
velocity in several minutes later, which is enough for the SE
placement optimization and migration.

Lastly, from Fig. 5b, we can observe that, with improper
square size, many passengers would connect to the APs dif-
ferent from our estimation. However, by tuning the parame-
ters, there are on average less than 1 percent of the ETs
(about 6 ETs) suffer from the wrong AP estimation in 1 time
slot later.

Impact of Convolutional Kernel Size. Now, we assume there
are 10 convolutional kernels for both of the traffic load infor-
mation and traffic velocity information; we divide the entire
area into a grid of squares, each of which is 10 m x 10 m.
Then, we change the size of the convolutional kernels and
derive the simulation results as shown in Fig. 6.
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Fig. 6. The impact of convolutional kernel size in RNN.

In addition to the observations we made when we studied
the impact of square size, we can see that the vehicle velocity
prediction performance enhances with the increase of the con-
volutional kernel size. This is also a straight forward observa-
tion as the larger convolutional kernel introduces more
decision variables to figure out the traffic characteristics. How-
ever, we can also observe that when the convolutional kernel
size achieves 50 x 50, the vehicle velocity prediction perfor-
mance does not significantly improve even we continue to
enlarge the convolutional kernel size. This indicates that the
velocity of a vehicle is impacted by the traffic condition within
a 500 m radius. Consider that larger convolutional kernel incurs
larger computation overhead which hurts the performance of
online systems, we believe 50 x 50 should be the best choice of
the convolutional kernel size in our simulation scenario.

Impact of Hidden Layer Number. To study how the number of
hidden layers in LNNs impacts the vehicle velocity prediction,
we divide the entire area into a grid of squares of 10 m x
10 m, and set the size of the convolutional kernels to be
50 x 50. Then, we try different number of hidden layers in
LNNSs and obtain the simulation results shown in Fig. 7. From
this figure, we can see that increasing the number of hidden
layers in LNNs can only slightly improve the vehicle velocity
prediction performance. Consider the vehicle position predic-
tion should be completed in a timely manner and the scarcity
of computation resources carried by each vehicle, we can
maintain the LNNs on each vehicle with only 1 hidden layer.

Another observation from Fig. 7 is that even the ARMSE
of vehicle velocity prediction keeps the same, the number of
ETs connecting to the APs different from the estimation
may slightly change. This is because even if the velocity
ARMSE keeps the same, the vehicle position estimation can
be different, and hence there are different number of ETs
connecting to the APs different from our estimation.

6.4 Performance of DSEP

In this section, we explore how the performance of DSEP is
impacted by the computation latency parameters, and the
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Fig. 7. The impact of the number of hidden in LNNs.

workload in the entire system. The parameters of the RNN
and LNNSs are set based on the simulation in last subsection.
Because these simulations are based on real traces where the
vehicle velocity is continuously changing, it also shows that
the DSEP has the ability to deal with the dynamic character-
istic of the real transportation systems. It should be noted
that under every specific simulation setting, we not only
show the maximum latency averaged among all the simula-
tion time slots, but also present the 95 percent confidence
interval of the maximum latency with the error bar.

Impact of Computation Resource Power. Consider that the
capacity of an ET is 5 or 7, besides the driver, there would
be 0 — 6 passengers on an ET. Accordingly, we first assume
that in each ET, the passengers runs 0 — 6 and on average 2
applications having SEs on edge clouds. Then, we test how
the maximum latency experienced by all the passengers
changes with the computation latency parameter «. Fig. 8a
shows the simulation results.

12
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(a) Impact of computation parameter.

Fig. 8. Performance of DSEP.

From this figure, we can see that regardless of the nearest
placement or the Algorithm 1 is adopted, place the SE with
the real ET position leads to a lower latency since it elimi-
nates the unnecessary data transmission among edge
clouds. However, such performance improvement is very
slight since the vehicle position prediction in DSEP is very
close to the ground truth.

When the nearest placement scheme is adopted, we can-
not balance the workload among the edge clouds to reduce
the computation latency, and thus, the latency experienced
by passengers increasing linearly with the computation
latency parameter «. In DSEP, we can balance the workload
among edge clouds, and hence the maximum latency
increases slower than that derived by nearest placement.
When the « is set to be 1, DSEP outperforms the nearest
placement with real ET positions by 43 percent when aver-
aging the maximum latency among all the time slots. Even
averaging all six cases we tested in the evaluations, DSEP
can outperform the nearest placement scheme by 16 percent.

When the « is small (Iess than 0.3 in our simulation), the
performance achieved by nearest placement is the same as
that achieved by Algorithm 1. This is because that when the
« is small, i.e., the edge clouds are very powerful, the trans-
mission latency dominates the entire latency experienced
by the passengers. In this case, we should minimize the
transmission latency, which is exactly what the nearest
placement does.

The 95 percent confidence interval of maximum latency
increases with the degradation of the computation power,
i.e., increase of «. This is only because the computation
latency increases when we do not have powerful computa-
tion resources. Regardless of which scheme is adopted, the
maximum latency is determined by the edge servers located
at the hot spot, and hence the system performance is stable
for most of the time. Accordingly, we can observe that the
95 percent confidence interval of maximum latency is nar-
row in all the cases.

It is worth noting that during the simulations when the
computation parameter « is set to be 1, we can observe in
some time slots that the maximum latency under nearest
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placement scheme may reach about 17 ms, while the worst
maximum latency in DSEP is only about 7 ms. This case sel-
dom happens and hence is not covered by the 95 percent
confidence interval, but it really results in latency “jitter” in
the system. In DSEP, we can forecast the vehicle locations
and know there would be a hot spot, and then distribute the
workload to other edge clouds, which reduces the worst
maximum latency experienced by the passengers. Accord-
ingly, DSEP can reduce the latency “jitter” in the system.

Impact of Workload. To see how DSEP adapts to different
workload, we have two different ways to change the work-
load. First, change the number of vehicles, i.e., the vehicle den-
sity in the system. However, this scheme is difficult to
implement in our simulations since in our real trace driven
simulations, we cannot ensure the vehicles we add into the
system follows the same characteristics in the real system,
especially how their velocity changes with the environment
condition. It may degrade the forecasting performance of the
nerual networks in DSEP. Accordingly, we adopt the second
way, changing the number of applications run by the passen-
gers in each ET. It should be noted that in the workload per-
spective, i.e., the number of SEs that should be placed on the
edge clouds, changing the vehicle density and the number of
applications run by the passengers in the ETs achieves the
same effect. In this simulation, we set the computation param-
eter o to be 0.1. The simulation results are shown in Fig. 8b.

We can see that we derive a group of curves similar to
those in Fig. 8a. When the workload is light, the perfor-
mance of DSEP is similar to that derived by nearest place-
ment scheme since the computation latency is smaller than
the transmission latency. With the increase of workload, the
computation latency on some edge clouds exceeds the trans-
mission latency for balancing the workload. In this case, the
latency in DSEP increases slower than that with nearest
placement since DSEP can trade off the computation and
transmission latency, such that the total latency can be mini-
mized. When there are on average 6 applications run by
passengers in each ET, DSEP can reduce the maximum
latency experienced by passengers by 21 percent on aver-
age. When the workload increases, though the 95 percent
confidence interval of maximum latency experienced by
passengers also increases, it is always narrow, which shows
the stability of the system. Again, we can also observe
extreme large maximum latency experienced by passengers
in some time slots when the workload is large in the system
under the nearest placement scheme, which is incurred by
the hot spot problem. With DSEP, we can solve the hot spot
problem. Accordingly, such “jitter” can be reduced and bet-
ter experience can be provided to the passengers.

7 CONCLUSION

This paper proposed DSEP to dynamically place Service
Entities (SEs) of passengers’ applications in edge clouds.
To this end, we first designed two sequential neural net-
works to predict the position of each vehicle in the near
future; and then proposed an efficient algorithm based on
Lagrange relaxation and decomposition to calculate the
SE placement. Extensive real-data driven simulations sho-
wed that DSEP can not only predict the vehicle position
accurately, but also greatly reduce the maximum latency

experienced by arbitrary passenger compared with the nea-
rest placement scheme.
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