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Abstract
Efficient multicast support is very important in data center (DC) networks, as many big data systems in data centers are
bandwidth-hungry. Multicast implementations in DC networks are usually overlay-based. The major challenges are how can
we accurately infer the topology of DC networks with both wired and wireless millimeter wavelength (MMW) links and how
to design multicast algorithm for these topologies. In this paper, we first use hierarchical clustering to accurately infer the
topology. Then, we propose the Inter-Rack First Multicast (IRFM) algorithm to match the fan-in nature of DC topologies.
Evaluation results demonstrate that IRFM is 3.7−11.2× faster than naive multicast implementations in the pure wired case,
and 4.8−14.6× faster in the case of MMW enhancement.

Keywords Data center networks ·Millimeter wave · 60 GHz wireless · Multicast

1 Introduction

Efficient multicast (i.e., one-to-many communication) sup-
port is very important in data center (DC) networks [1–3].
In nowadays big data systems, more and more applica-
tions need to multicast massive amounts of data to other
nodes. These applications include: publish-subscribe ser-
vices for data dissemination [4], web cache updates [5],
scatter-gather by iterative optimization algorithms [6] as
well as fragment-replicate joins in Hadoop [7]. Therefore,
efficient multicast algorithm can significantly improve the
performance of applications.
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Multicast implementations in DC networks are usually
overlay-based. As we know, L2 or L3 multicast supports are
usually disabled formanagement reasons inDCnetworks [8].
So, we target overlay-basedmulticast algorithm. An intuitive
option is to mimic BitTorrent-like protocols [9] which accel-
erate the dissemination process by split the data to chunks and
perform chunk-level scheduling [10]. This approach severely
increases CPU load which could have been used for more
important computations in DC [11]. Instead, we let the data
transferred as a whole from one node to another.

There are two major challenges. First, how can we accu-
rately infer the topology of DC networks? The topology of
DC networks is very important for overlay-based multicast
algorithms. Common wired architectures are tree [12], leaf-
spine [13] and fat-trees [14] or Clos networks [15,16]. How-
ever, Millimeter wavelength wireless technology (MMW)
[17–19] is used to further accelerate DC networks [20–22]
in recent years. These wireless links constantly change by
Micro-Electro-Mechanical Systems (MEMS). As a result,
The network topology becomes so dynamic that how to accu-
rately infer the topology of DC networks is a challenge.
Second, how to design multicast algorithms for these topolo-
gies.

In this paper, we target overlay-based multicast for big
data systems. The scheduling objective of our multicast
algorithm is to minimize the average multicast completion
time (MCCT). We make three contributions. First, we use
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hierarchical clustering to accurately infer the topology in
DC networks even in the case of a hybrid of wired and
wireless. Second, we propose the Inter-Rack First Multicast
(IRFM) algorithm to match the fan-in nature of DC topolo-
gies and derive optimal parameter settings for two different
scenarios. Third, we conduct large-scale NS3 simulations to
evaluate the performance of our algorithm. The results show
that our multicast scheme (IRFM) is 3.7−11.2× faster than
naive multicast implementations in the pure wired case, and
4.8−14.6× faster in the case of millimeter wavelength wire-
less technology enhancement.

The rest of this paper is organized as follows. Section 2
discusses background and related works. Section 3 presents
the design of our system. Then we discuss topology infer-
ence and Inter-Rack First Multicast (IRFM) in Sects. 4 and 5
respectively. Finally, we conclude in Sect. 6.

2 Background and intuition

2.1 60GHz links in the DC networks

In recent years, the millimeter wavelength wireless technol-
ogy (MMW) has gradually matured. Spectrum between 57
and 64GHz, colloquially known as the 60GHz band, is avail-
able world-wide for unlicensed use [23]. There are more and
more DC adopt 60GHz wireless technologies [24–26]. The
60GHz wireless links can afford multi-Gbps data rates for
DC. Furthermore, 60GHz devices with directional antennas
can be deployed densely which is suitable for DC networks,
because the signal attenuates rapidly due to the high fre-
quency [23]. And the most important things are the low
power characteristics and adjustable direction of wireless
links [27,28]. Wireless links not only reduce a lot of the has-
sle of wiring, but they are also more flexible [29]. MMW
communication technology is complementary to traditional
wired DC networks [30].

2.2 Overlay-basedmulticast in DC networks

Dan et al. [31] focus on routing strategy to prevent multicast
loops.However, our goal is tominimize the averagemulticast
completion time (MCCT). And we need to take note of the
fact that most DC operators do not enable multicast features
in their networks for scalability and stability reasons.

Orchestra manages data transfers in computer clusters
[32]. For multicast transfers, Orchestra implements an opti-
mized BitTorrent-like protocol called Cornet, augmented
by an adaptive clustering algorithm to take advantage of
the hierarchical network topology in many data centers.
BitTorrent-like protocol splits data into blocks and subdi-
vides blocks into small chunks. This approach adds burden
on CPUwhen transfer large data simultaneously. In addition,

Fig. 1 System architecture

orchestra did not consider the architecture of the wired and
wireless hybrid DC networks in which the changing wireless
antenna direction may affect network topology seriously.

2.3 Other related

FreeFlow [33] implements a container networking library to
make communication more efficient no matter which net-
work API set is used. The authors consider the scenario that
both sender and receiver containers reside on the same host.
FreeFlow uses shared memory to accelerate the data trans-
mission. Shared memory is a particularly efficient way to
transfer data between two nodes on the same host. Although
it is possible that themulticast sourcenode and thedestination
node may be on the same host during the multicast process.
In this paper, we only consider that sender and receiver reside
on different hosts and leave the above scenario to futurework.

Although the topologies vary with the orientation of the
MMWwireless antenna in wired andwireless hybrid DC, we
can still infer almost real-time topology information. Based
on the topology of DC networks, we target a more efficient
overlay-based multicast.

3 System design

Tomanage and optimize data transfers in the wholemulticast
process, we design the multicast system as shown in Fig. 1.
The key idea of the system is to separate the multicast con-
trol plane from the data plane, including the multicast master
control node and the slave data transmission node. Each slave
node has a multicast agent. The multicast API is Bool mul-
ticast(source node, multicast group, data). An application
simply calls the API. The multicast agent sends the request
to a centralized multicast master node. The master node
has a topology inference module and a multicast scheduler
module. Since the direction of the MMW wireless antenna
changes constantly with the change of the DC workload, so
the topology inference module infers the DC networks topol-
ogy among nodes via historical transfer throughput among
nodes periodically (Sect. 4.1).
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The scheduler coordinates the whole multicast process.
Based on the network topology, it instructs the source node
to send all data to one or several destination nodes first.When
a destination node receives all data, it becomes a seed. The
scheduler then instructs the seed to transfer data to other des-
tination nodes on behalf of the original source. When the
source or a seed finish one transfer, it might be scheduled
with another destination. So on and so forth, until all desti-
nation nodes receive the data. The scheduling algorithm of
the scheduler is shown in Sect. 5.

4 Topology inference

4.1 Design philosophy

Many data centers employ hierarchical network topologies
with oversubscription [15]. For the same amount of data, the
transfer time between two nodes in different racks (i.e., inter-
rack communication) is much higher than that of two nodes
in the same rack (i.e., intra-rack communication).

The MMW wireless antenna on the top of the rack can
alleviate the hot spots between different racks to a certain
extent because MMWwireless links increase the bandwidth
between the racks. However, theMMWwireless links do not
affect the wired topology of the DC networks. In this paper,
we call the wired topology the physical topology (rack level).
Without loss generality, we assume there is a wireless link
between rack 1 and rack 2, then the bandwidth between rack
1 and rack 2 will be increased. From a hierarchical topology
perspective, these two racks can be viewed as a super-rack.
We can use hierarchical clustering to accurately infer the
physical topology (rack level) and the super-rack topology
(super-rack level).

With topology information, the scheduler module can
coordinate the multicast process more efficient [34]. For this
reason, we implement a topology inference module, similar
to previous work [32], but we added hierarchical clustering
to adapt to the MMW wireless environment between racks.

The steps for topology inference are as follows:

– We use (historical) node to node transfer throughput
records to construct an n × n sparse distance matrix D,
where n is the number of nodes in the topology, and the
entries are the median transfer throughput between two
nodes [35,36].

– Missing entries are inferred in the distance matrix using
non-negative matrix factorization procedure of Mao and
Saul [37]. Non-negative matrix factorization (NMF) is
linear dimensionality reduction that can be applied to the
distance matrix D.

– After completing thematrix D, we project the nodes onto
a two-dimensional space using non-metric multidimen-

16 hosts
Rack 2

16 hosts
Rack 1

16 hosts
Rack 3

16 hosts
Rack 4

16 hosts
Rack 5

Fig. 2 The simulated data center topology
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Fig. 3 The classification of the nodes in the data center networks with-
out background flows from the perspective of rack level

sional scaling, or NMDS [38]. The goal of NMDS is to
collapse information from multiple dimensions into just
a few, so that they can be visualized and interpreted.

– Finally, we cluster nodes using a mixture of spherical
Gaussian. By setting different thresholds, we can get the
physical topology (rack level) and the super-rack topol-
ogy (super-rack level).

With enough training data, the above topology inference
algorithm can infer the network topology accurately, as we
will show in Sect. 4.2. We expect this implementation can
be easily extended to topologies with more than two switch
layers.

4.2 Topology inference evaluation

The simulated topologyweadopt is shown inFig. 2. There are
total 80 hosts, with 16 hosts in each rack. All 5 racks switches
connect to 1 spine switch. Also, there is a directional antenna
on the top of every rack,which can provide 5Gbps bandwidth
on a 60GHz carrier wave. Every wired link has a bandwidth

123

Author's personal copy



98 Y. Wang et al.

-2 -1 0 1

-1
.5

-1
.0

-0
.5

0.
0

0.
5

1.
0

1.
5

Classification

Fig. 4 The classification of the nodes in the data center networks with
80 random background flows from the perspective of rack level
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Fig. 5 The classification of the nodes in the data center networks with-
out background flows from the perspective of super-rack level

of 10Gbps and the link delay is 1 us. The direction of the
MMWwireless antenna varies with the DC workload so it is
out of our control.

Without loss of generality, we assume that rack 1 and
rack 2, rack 3 and rack 4 are connected by wireless links.
Rack 5 does not turn on wireless. We randomly generate
80× 80× 0.5 data flows, and the size of each flow is 1MB.
We record the transfer time of each flow, so that matrix D is
50% full. As mentioned before, we infer the missing data in
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Fig. 6 The classification of the nodes in the data center networks with
80 random background flows from the perspective of super-rack level

the matrix using the non-negative matrix factorization. We
project the nodes onto a two-dimensional space [38] using
the isoMDS function of the MASS library in R. Here we use
mclust which is an R package for normal mixture modeling
via EM, model-based clustering, classification, and density
estimation [39,40].

The results, without and with concurrent background
flows, are shown in Figs. 3 and 4 respectively. The ellipses in
the figure represent the inferred clusters. The different shapes
in the figure represent different racks. From Figs. 3 and 4, we
can see that our topology inference algorithm can accurately
infer the rack level network topology. However, as shown in
Figs. 5 and 6, we found that the two racks (rack 1 and rack
2) in the bottom left corner of the figure can be classified
into one cluster and regarded as a super-rack by changing
the threshold for higher level clustering. The other two racks
(rack 3 and rack 4) in the top right corner is also a super-rack
and the rack 5 in the bottom right corner is a super-rack on its
own. Through hierarchical clustering, we can get the topolo-
gies of different levels in the DC networks which reflects the
MMWwireless links between the racks. From Figs. 5 and 6,
we can see there are 3 super-racks in the topology compared
to the 5 racks in Figs. 3 and 4.

We can conclude that whether or not there are background
flows, the algorithm can infer the physical topology and the
super-rack topology of the network accurately. Since the
nodes in a super-rack are very close to each other, the super-
rack is then taken as a whole and called rack in the following
for the sake of simplicity.
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Super-rack Super-rackSuper-rack

Fig. 7 The Inter-Rack First Multicast (IRFM) algorithm

5 Multicast algorithm

5.1 Inter-Rack First Multicast

Inter-Rack First Multicast (IRFM) leverages the fact that the
transfer times between two nodes in different racks is sig-
nificantly higher than between nodes in the same rack. At
the beginning of multicast transmission, IRFM first transmit
data to the nodes in other racks. This approach lets each rack
to have a copy of data within the shortest time. Then the data
can be transferred inside each rack, which not only increases
parallelism and can reduce MCCT greatly, but also free up
the bandwidth between racks which can do something more
valuable.

We also need to fully utilize the bandwidth of uploading
nodes. Inter-rack links can be congested. We propose two
solutions to solve this problem. First, we use theMMWwire-
less antenna on the top of racks to increase the bandwidth
between the racks. Second, when we perform inter-rack
transfer, we should transfer data to intra-rack nodes at the
same time. This scheme can exploit the remaining upload
bandwidth of source/seeds.

The Inter-RackFirstMulticast (IRFM) algorithm is shown
in Fig. 7, and the details of the IRFM is shown inAlgorithm1.

Algorithm 1 Inter-Rack First Multicast
Step 1. At the beginning of multicast transmission, the multicast
source node (blue) transfers data to m intra-rack (orange in the same
super-rack) and n inter-rack (orange in the different super-rack) des-
tination nodes at the same time.
Step 2. As long as there has a node which have completed the data
transmission, it becomes a seed and performs the same action as Step
1 until all racks have at least one copy of the data.
Step 3. Multicast source node and all seeds only transfer data to intra-
rack nodes until the whole multicast process is completed.

5.2 Guidelines for choosing parameters

In this section, we discuss the parameter selection under
different conditions. The first is Exclusive, where a single
multicast can use the whole network bandwidth. There is no
concurrent multicast sessions and background flows. This
scenario is for analysis and comparison purpose only. The

Table 1 Different multicast algorithms

Multicast algorithms Description

Collateral multicast (CM) The multicast source node transfer
data to multicast destination nodes
simultaneously

Sequential multicast (SM) The multicast source node transfer
data to multicast destination nodes
sequentially

Random multicast (RM) The multicast source node transfer
data to a multicast destination node
randomly, then the node transfer data
to another node randomly when the
node complete, no matter source or
destination node

Inter-Rack First Multicast
(IRFM)

The multicast source node transfer
data to m intra-rack and n inter-rack
destination nodes at the same time in
the pure wired case

Inter-Rack First Multicast
with Wireless (IRFMW)

The multicast source node transfer
data to m intra-rack and n inter-rack
destination nodes at the same time in
the case of MMW enhancement

second is Realistic, where multicast sessions can be parallel
and there exist other background flows. In all scenarios, we
give inter-rack traffic higher priority than intra-rack traffic.

5.2.1 Exclusive scenario

In this scenario, we prove that the optimal parameter setting
is that the values of m and n are both 1. We prove it as
following.

Without loss generality, we assume the transfer proceeds
in rounds.We assume that themulticast source node transfers
data to k other racks at the first round. We assume that the
timebetween twonodes’ transmission is 1 timeunit ifwithout
competition. As there are no background flows, transfer to k
nodes will share the bandwidth equally and the transmission
time is k. When the first round completes, there are k + 1
nodes have the data, i.e., one source and k seeds. After the
second round, there are (k + 1)2 nodes have the data, and
so on and so forth. Thus, if we want to multicast data to N
different rack in the shortest time, we can get the equation:

(k + 1)t = N , (1)

where t represent the total transfer rounds we need. Hence,
to multicast data to all N nodes we need

T = logk+1 N · k. (2)

From Eq. 2, we can discover that when the total multicast
nodes N is a constant value, the larger the number of con-
current transmission k, the longer the multicast completion
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Fig. 8 The average MCCT without background flows with a single
multicast

time (MCCT) T . It is trivial to extend the analysis to intra-
rack transfers. In conclusion, when there are no background
flows, the optimal parameters for IRFM is that the values of
the m and n are both 1.

5.2.2 Realistic scenario

In this case, we assume that all background flows and multi-
cast flows share the bandwidth. Since now background flows
and inter-rack multicast flows are equally sharing the band-
width, we choose the value of n as large as possible to get
bandwidth as much as possible.Wemake n equal to the num-
ber of the multicast destination nodes racks minus 1 (i.e.,
except the rack with the source node).
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Fig. 9 The averageMCCTwithout background flows with two concur-
rent multicasts

For intra-rack parameter m, we adopt an adaptive strat-
egy. A source/seed monitors its uplink bandwidth utilization
periodically. Once it found there are idle bandwidth, which
results from the congested inter-rack links, the host increases
one multicast transfer to another node in the same rack.

5.3 Inter rack first multicast (IRFM) evaluation

In this section, we conduct large-scale NS3 simulations to
evaluate the performance of IRFM. The topology of the net-
work we used in NS3 simulations is shown in Fig. 2. The
network settings in simulation are the same as in Sect. 4.2.

Several heuristic algorithms are also evaluated for com-
parison, as shown in Table 1. We implement the above
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Fig. 10 The average MCCT with background flows, 1MB, 1 multicast

algorithms in NS3 simulations under exclusive and realistic
scenarios discussed in Sect. 5.2. The multicast settings(e.g.,
multicast source node and multicast destination nodes) are
the same in those algorithms. We compare the MCCT of
different multicast algorithms.

5.3.1 Multicast in exclusive case

When there is only one host multicast data to other 79 hosts,
Fig. 8 shows the multicast completion time (MCCT) of dif-
ferent multicast algorithms to transfer 1MB (Fig. 8a), 10MB
(Fig. 8b) and 100MB (Fig. 8c), respectively.

As shown in Fig. 8, IRFM is superior to other multicast
algorithms. IRFM is 3.7−11.2× faster compared with other
algorithms. For IRFM, the parametersm and n are both 1, as
we proved in Sect. 5.2. This setting is 1.3−1.7× faster com-
paredwith other parameters. Because the bandwidth between
the racks is not the bottleneck in exclusive case, so the results
under MMW enhancement (IRFMW) is the same as it was
when we didn’t use it.

We also test when there are two hosts in different racks
and each would multicast data to other 79 hosts. The results
are shown in Fig. 9. It’s similar to Fig. 8 except the average
MCCTofCM.The reason is that the only bottleneck ofCM is
the uplink of the source node. Because two multicast source
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Fig. 11 The averageMCCTwith background flows, 1MB, 2multicasts

hosts are in different racks, so they are independent to each
other and the average CMMCCT is the same as that in Fig. 8.
For other multicast algorithms, the two nodes multicast data
by sharing bandwidth, so the average MCCT is doubled.

5.3.2 Multicast in realistic case

Figure 10 shows that the proposed multicast algorithm
IRFM can reduceMCCT greatly even when there exist back-
ground flows. IRFM is 2.0−44.2× faster compared with
other algorithmswhen transfer 1MBdata. In addition,MMW
links between racks can further improve multicast perfor-
mance because of the bottlenecks between the racks. IRFMW
is 1.3× faster compared with IRFM and 2.7−58.6× faster
comparedwith other naive algorithms.Andwe also testwhen
there are two concurrent multicast transfers (Fig. 11).We can
conclude that each multicast algorithm is quite stable. By
using millimeter wavelength wireless technology (MMW)
in traditional wired DC, we further improve the performance
of multicast in realistic case.

There is no significant difference for choosing any param-
eters for m of IRFM in realistic case. The reason is that
IRFM detects the bandwidth utilization of the node, and
adaptively change the number of concurrent transfers. The
small data size of transfer data alleviates the advantage of this

123

Author's personal copy



102 Y. Wang et al.

40flows 80flows
Number of flows

0

500

1000

1500

2000

2500

3000

3500
A

ve
ra

ge
 M

C
C

T(
m

s)

IRFM(n=racks-1)
IRFM(m=n=1)
IRFM(m=n=2)
IRFM(m=n=3)
IRFM(m=n=4)
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Fig. 13 The average MCCT with background flows, 100MB, 2 multi-
casts

algorithm. Therefore, we multicast mass of data (100M) to
evaluate the performance of IRFM. As shown in Figs. 12
and 13, we select parameters n equals to the number of
rack − 1, as recommended in Sect. 5.2. With the above
results, we can conclude that the experiments are in accor-
dance with the theory.

6 Conclusions

In this paper, we not only proposed a multicast algorithm
Inter-Rack First Multicast (IRFM) for big data systems in
DC networks. But also, we take advantage of millimeter
wavelength wireless technology (MMW) to further accel-
erate DC networks. Our work was motivated by multicast
in DC networks, which is widespread in many applications

(e.g., HDFS [41]). We implement the multicast API in the
application layer. The multicast algorithm IRFM make full
use of the bandwidth and the topology in the data center net-
works. Our experiments show that our multicast algorithm
IRFM is 3.7−11.2× faster than the naive multicast imple-
mentations in the pure wired case, and 4.8−14.6× faster in
the case of MMW enhancement.
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