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Abstract—In this paper, we consider the scenario in which a mobile charger (MC) periodically travels within a sensor network to

recharge the sensors wirelessly. We design joint charging and scheduling schemes to maximize the Quality of Monitoring (QoM) for

stochastic events, which arrive and depart according to known probability distributions of time. Information is considered captured if it is

sensed by at least one sensor. We focus on two closely related research issues, i.e., how to choose the sensors for charging and

decide the charging time for each of them, and how to schedule the sensors’ activation schedules according to their received energy.

We formulate our problem as the maximumQoM CHArging and SchEduling problem (CHASE). We first ignore the MC’s travel time and

study the resulting relaxed version of the problem, which we call CHASE-R. We show that both CHASE and CHASE-R are NP-hard.

For CHASE-R, we prove that it can be formulated as a submodular function maximization problem, which allows two algorithms to

achieve 1=6- and 1=ð4þ �Þ-approximation ratios. Then, for CHASE, we propose approximation algorithms to solve it by extending the

CHASE-R results. We conduct simulations to validate our algorithm design.

Index Terms—Mobile charging, scheduling, wireless rechargeable sensor network, stochastic event capture, submodular optimization,

approximation algorithm

Ç

1 INTRODUCTION

TRADITIONAL wireless sensor networks (WSNs) are con-
strained by limited battery energy that powers the sen-

sors. Their limited network lifetime is considered a major
deployment barrier. Besides, in many applications sensors
are located in hazardous or inaccessible areas such as volca-
noes [1], inside concrete walls [2], or at the bottom of
bridges [3], which makes battery-swapping schemes [4], [5],
[6] unsafe, infeasible, labor-intensive, or costly. To extend
the network lifetime, many approaches have been proposed
to harvest environmental energy such as solar [7], vibra-
tion [8], and wind [9]. However, a limitation of existing

energy-harvesting techniques is that it is highly dependent
on the ambient environment, which makes the harvesting
rate highly unpredictable. The problem can be overcome by
recent breakthroughs in wireless power charging technolo-
gies [10], which allow energy to be transferred from one
storage device to another wirelessly with reasonable effi-
ciency. For example, magnetic resonance coupling is shown
to transfer 60 watts [10] at an efficiency of 90 percent to
about 30 percent when the distance varies from 0:75 m to
2:25 m. Since wireless recharging can guarantee a required
level of power supply, independent of the ambient environ-
ment, and it is contactless, it has found many applications
including smart grids [11], body sensor networks [12], and
civil structure monitoring [3].

Because power chargers are expensive, it is generally not
cost-effective to deploy a large number of them statically for
energy provisioning. Instead, existing practical approaches
focus on using a mobile charger (MC) to move around the
sensors and charge them in turn during a travel schedule, for
tasks such as routing [13], [14], [15] and gathering data [16].
None of these prior efforts have solved the problem of sto-
chastic event capture, however, in key aspects such as sched-
uling sensors’ duty cycles to maximize their ability to
capture interesting events of a probabilistic nature. But the
problem is fundamental in wireless sensor network design,
and it has received attention for both cases of traditional
WSNs [17], [18], [19] andwireless ambient-energy harvesting
sensor networks [20], [21]. In this paper, we optimize event
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capture in a network of sensors wirelessly recharged by an
MC. We assume that stochastic events arrive and depart
according to known time distributions. An event is said to be
captured if it is sensed by at least one sensor.

Note that there are existing practical system platforms
that can enhance the performance of event monitoring by
wireless recharging. For example, the Wireless Identifica-
tion and Sensing Platform (WISP) has been applied in indi-
vidual activity recognition, large-scale urban sensing [22],
[23], and structural health monitoring (SHM) [3]. In the
SHM application, the civil structure is instrumented with
sensor nodes capable of being powered solely by energy
transmitted wirelessly to them by a mobile helicopter. Jiang
et al. [24] are the first to exploit wireless power charging by
MCs for efficient stochastic event capture. Their objective is
to jointly determine the MCs’ movement schedule and the
sensors’ activation schedule to maximize the Quality of
Monitoring (QoM) [18], [20], defined as the average infor-
mation gained per event by the network. They make several
simplifying assumptions: each sensor can only monitor one
Point of Interest (PoI), the charging time for each sensor is
identical, the event staying time follows an Exponential dis-
tribution, and all the sensors follow a simple ðq; pÞ periodic
schedule (i.e., the sensors monitor the PoIs for q time every
p time). We relax these assumptions in this paper.

In this paper, we consider the scenario in which an MC
periodically travels within a sensor network and recharges
the sensors wirelessly to enable them to perform tasks of
stochastic event capture. We assume that the MC repeats its
recharge schedule every period of time t, and that the
schedule (counting both the charging time and travel time
of the MC) must complete within time tw (tw < t). For
example, the MC is carried by an UAV whose daily shift is
from 9am to 11am only (here, tw ¼ 2 hour and t ¼ 24 hour;
typically, t can be a few weeks or even longer), or the MC
must be withdrawn for maintenance for some amount of
time between recharge schedules.

We address two closely related issues in the wireless
recharging and event monitoring. The first is how to choose
the sensors for recharging and further decide the charging
time for each of them, constrained by the MC’s working
time tw. The second is how to best schedule the sensors’
activations based on their received energy, considering that
nearby sensors may cover overlapping PoIs. Our goal is to
jointly design a charging scheme for the MC and the
sensors’ activation schedules to maximize the QoM of the
stochastic event capture. We define our problem formally as
the maximum QoM CHArging and SchEduling problem
(CHASE). The coupling between the MC’s travel time and
the sensor charging time makes the problem highly chal-
lenging. Hence, we first ignore the travel time and study the
resulting relaxed version of CHASE, which we call CHASE-
R. Then, based on the CHASE-R results, we develop solu-
tions for the general CHASE problem.

The main contributions of this paper are as follows:

� We analyze the QoM of stochastic event capture,
which admits the possibility that the same PoI is
monitored by multiple sensors. We formulate the
CHASE and CHASE-R problems, and show that
both are NP-hard.

� We reformulate CHASE-R as a monotone submodu-
lar function maximization problem under a special
sufficient condition. This reformulation of CHASE-R
allows two algorithms to achieve 1=6-approximation
and 1=ð4þ �Þ-approximation, respectively.

� Based on the CHASE-R results, we propose two
approximation algorithms for CHASE, when the
MC’s travel time is considered.

� Importantly, all of the proposed CHASE-R and
CHASE solutions are sufficiently general to accom-
modate diverse activation schedules, event utility
functions, and probability distributions of the event
staying times.

� We conduct extensive simulations to verify our ana-
lytical findings. Simulation results show that our
schemes outperform the state of the art.

The remainder of the paper is organized as follows.
Section 2 reviews related work. In Section 3, we present pre-
liminaries and a formal definition of the CHASE problem,
as well as its relaxed version CHASE-R. In Section 4, we
analyze the complexity of the problems and reformulate a
special case of the relaxed problem as a monotone sub-
modular function optimization problem. Then, we present
approximation algorithms for the relaxed problem and the
original problem. Section 5 presents extensive simulations
to verify our theoretical results. Section 6 concludes.

2 RELATED WORK

In this section, we briefly review related work on mobile
charging, which generally can be classified into three
categories.

First, prior work has investigated the energy efficiency
of mobile chargers [25], [26], [27], [28], [29]. For example,
Wang et al. [25] proposed to coordinate multiple MCs to
minimize their aggregate travel distance while guarantee-
ing continuous operation of each sensor, such that the over-
all energy efficiency is optimized. In a later work [26], their
goal is to maximize the difference between the energy har-
vested by all the sensors and the travel energy expended
by all the MCs. Zhang et al. [27] presented an optimal
scheme for multiple energy-constrained MCs to charge a
linear WSN, where the ratio of energy received by all the
sensors to the travel energy expended by all the MCs is
maximized.

Second, the service delay of MCs has been consid-
ered [30], [31], [32], [33]. Fu et al. [30] minimized the overall
charging delay of a single MC by planning its charging
route and strategy. He et al. [31], [32] considered the charg-
ing problem when the charging requests of sensors arrive in
a dynamic fashion. Their work has been extended to scenar-
ios where the sensors are also mobile [33].

Third, research has addressed network performance
issues under mobile charging, from perspectives such as
data routing, data collection, sensing coverage, and event
monitoring [13], [14], [15], [16], [24], [34], [35], [36], [37],
[38]. For data routing, Tong et al. [13] examined the impact
of mobile charging on data routing and WSN deployment.
Their work has been expanded [15] to address several real-
istic issues (e.g., the communication environment is
dynamic and unreliable, the charging capacity of an MC is
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limited, and the sensors are heterogeneous) by jointly con-
sidering data routing for the sensors and the charging
scheme for an MC. Use of mobile charging to improve data
collection in WSNs has also received significant attention.
Shi et al. [14], [34] applied a single MC to improve the data
collection, while reducing the working time within a charg-
ing time period. In [16], [35], [36], [37], MCs are used not
only as energy providers but also as data collectors. Zhou
et al. [38] solved the problem of scheduling an MC to charge
sensors to maintain k-coverage in the network at low cost
for the MC. Jiang et al. [24] are first to investigate the impact
of mobile charging on efficient stochastic event capture.
However, they make several simplifying assumptions,
which limit the practicality of their results. We relax these
assumptions in this paper.

3 PROBLEM STATEMENT

3.1 Network Model

We assume that there arem sensors V ¼ fv1; v2; . . . ; vmg dis-
tributed over a two-dimensional region, which cover n
Point of Interests denoted by O ¼ fo1; o2; . . . ; ong. Let Oi rep-
resent the set of PoIs covered by sensor vi. In a dense sensor
network, typically close-by sensors may cover common
PoIs. Hence, we assume that a target, say oi, is covered by a
subset of the sensors Vi. A summary of the notations in this
paper is given in Table 1.

To prolong the lifetime of sensors, a mobile charger peri-
odically starts from a base station (BS) and visits each of a
selected subset of the static sensors Vs � V exactly once, in
order to charge the sensors wirelessly. At the end of the
charging schedule, the MC returns to the BS. The total work-
ing time of the charging schedule, including the travel over-
head and the charging time for all the selected sensors,
must not exceed tw. Furthermore, we assume that the charg-
ing schedule is repeated every fixed period of time t. Hence,
the off-duty time for the MC at the BS is at least t � tw. Note
that under such a charging scheme, sensors not chosen for
charging will die eventually. This is acceptable since our
primary concern is to maximize the overall QoM under the
constraint of limited charging time, rather than fairness
among charging all the sensors.

We denote the path of the MC by P ¼ ðp0;p1; . . . ;

pjVsj;pjVsjþ1Þ where p0 ¼ pjVsjþ1 ¼ BS and fpigjVsji¼1 ¼ Vs.
Denote by tij the time required for the MC to move between

sensor vi and vj. Suppose the movement of the MC between
sensors is dictated by a motion planning scheme predeter-
mined by the BS and/or the MC. The motion planning is
assumed to respect physical constraints, such as following
accessible pathways, avoiding obstacles, obeying mechani-
cal limits on speeds and turns, etc, but its details are out of
scope of this paper. We only require the motion planning to
be predetermined and keep stable, such that tij is known a
priori and it is fixed. To use as much time for charging as
possible, the MC should travel on a shortest path P , given

by arg minP
PjVsjþ1

i¼0 tpipiþ1 , that completes a circuit of the
sensors. For simplicity, we assume that such a path always
exists. Finding the path can then be formulated as a Travel-
ing Salesman Problem (TSP), which is NP-hard. We assume
that some good approximation algorithm is used, and the
approximate solution is given by tTSP ðVsÞ. Moreover, we
assume that the MC spends ti time for recharging the bat-
tery of vi. Then, we have:

tTSP ðVsÞ þ
X
vi2Vs

ti � tw: (1)

The above inequality gives the MC’s working time constraint.
In this paper, we assume a discrete time model for a
sensor’s schedule, where the duration of a time slot is fixed
and given. Specifically, every sensor follows a periodic
schedule of identical length L (in time slots). In each time
slot, a sensor can schedule itself to be active or inactive.
Hence, we can express the activation schedule of sensor vi by
a vector Si ¼ ðai1; ai2; . . . ; aiLÞ, where aij ¼ 1 indicates that
the sensor is active in slot j and aij ¼ 0 indicates the oppo-
site. We assume that the duration of a time slot, say tts, is
long enough such that the energy cost of turning the sensor
on/off can be ignored.

The BS is responsible for determining the overall charg-
ing scheme, including the MC’s travel path, the charging
time allocated for each sensor, and the activation schedules
of the sensors. It disseminates the activation schedules to

TABLE 1
Notations

Symbol Meaning

oi Target i
vi Sensor i
Oi Subset of PoIs covered by sensor vi
Vi Subset of sensors covering PoI oi
L Length of sensor schedule
tts Time duration of a single time slot
Si Activation schedule of sensor vibSi Equivalent monitoring schedule for PoI oi
wi Weight of PoI oi
tw Maximum working time in one charging period
t Time period of charging process
ti Charging time allocated to sensor vi in one charging

period
Pc Working power of MC
pi Working power of sensor vi
Ei Battery capacity of sensor vi
hi MC’s charging efficiency for sensor vi
ci Charging time factor for sensor vi
li Active time slot budget of sensor vi
nMC MC’s speed

Fig. 1. Network model.
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the respective sensors either by a pre-established multi-hop
communication mechanism, such as the Collection Tree
Protocol (CTP) [39], or through the MC when the MC comes
near each sensor for charging. We assume that the energy
cost of disseminating the schedules can be ignored. This is
because a schedule will not change except for exceptional
events such as node breakdowns.

Fig. 2 shows an example of our network model. In this
example, 5 sensors altogether cover 11 PoIs. The MC choo-
ses a subset of the sensors Vs ¼ fv1; v2; v3; v4g to charge, and
its travel path is P ¼ fBS; v1; v2; v3; v4; BSg. The activation
schedule of sensor v1 in Vs is S1 ¼ ða11; a12; a13; a14Þ ¼
ð1; 0; 0; 1Þ, and that for v2, v3, and v4 are S2 ¼ ð0; 1; 0; 0Þ,
S3 ¼ ð0; 0; 0; 1Þ, and S4 ¼ ð1; 0; 0; 0Þ, respectively.

3.2 Energy Consumption Model

Let Pc denote the working power of the MC, and pi the
working power of sensor vi. Let hi denote the MC’s charging
efficiency for sensor vi, i.e., the ratio of the amount of energy
received by vi to the amount of energy consumed by the
MC. The charging efficiency can vary from sensor to sensor,
and it depends on factors such as the distance between the
corresponding sensor and the MC and the effectiveness of
the sensor’s antenna. We assume that the leakage power of
each sensor is negligible, and each sensor will have used up
its energy by the time of its next recharge (which can be con-
trolled by properly allocating the recharging time of the
MC). Therefore, in one charging period of duration t, the
required working energy for sensor vi under its activation

schedule is pi � jjSijjL t, and it should be equal to the aggre-

gated charged energy for vi, i.e., Pc � ti � hi. Thus, we have
pi

hiPcL t � jjSijj1 ¼ ti. For convenience, we define the charging

time factor ci ¼ pi
hiPcL t, which is constant; it can be interpreted

as the charging time required for the MC to provide suffi-
cient energy for vi to be active for one time slot. Hence, we
have:

ci � jjSijj1 ¼ ti: (2)

Further, denote by Ei the battery capacity of sensor vi,
and li the maximum number of active time slots sensor vi
can sustain using its limited battery capacity, which we call
the active time slot budget. It is clear that li ¼ Ei

pit
L. Because

the total activated time slots in the activation schedule
should not exceed the active time slot budget, we have:

jjSijj1 �i; (3)

which we call the active time slot constraint. If li � L for any
sensor vi, we can ignore the active time slot constraint. This

situation occurs when the battery capacity is much larger
compared to the working power of the sensor (such as
ultra-capacitors [40]) or when the charging process is
applied frequently. In general, however, the active time slot
constraint should be considered; e.g., when the batteries are
of low cost and limited capacity.

3.3 Event Model and QoM Computation

In this section, we first present assumptions on the event
dynamics and the properties of the sensors. Then, we pro-
pose a general paradigm to compute a PoI’s QoM when it is
monitored by one or more sensors.

3.3.1 Event Model

For event dynamics, we assume that events at a PoI occur
one after another, and events at the same PoI or different
PoIs are spatially and temporally independent [17], [18],
[24]. After its occurrence, an event stays for some random
time before it disappears. We denote by X the event staying
time. Similarly, the time duration before the next event
occurs, which we call the event inter-arrival time, is random
and denoted by Y . Hence the sequence of event arrivals and
departures forms a stochastic process. By renewable theory
[41], the expected number of event arrivals in a time interval
dt equals midt, where mi ¼ 1=EðY Þ and Eð�Þ denotes expec-
tation. As for the event staying timeX, we denote the proba-
bility density function ofX by fðxÞ.

We use a binary sensing model for the sensors [42]. An
event is said to be captured if it is sensed by at least one sen-
sor. Assume that the jth occurring event at PoI i is denoted
as eij, which is within range of a sensor for a total (but not
necessarily contiguous) amount of time tijðtij � 0Þ. We
assume that the sensor will, as a result, gain an amount of
information Ui

jðtijÞ about eij, where Ui
jðxÞ is the utility func-

tion of eij. There are different types of event utility func-

tions [17]. Existing QoM analysis typically considers simple
cases of the function only (e.g., the Step utility function) [18]
[20]. Our analysis in this paper is more general, and covers
other types of functions as well. Without loss of generality,
we assume Ui

jðxÞ ¼ UðxÞ for all the events at all the PoIs;
i.e., the utility function is identical for all the events. Fur-
thermore, we assume that the events are identifiable [17], i.e.,
if more than one sensors detect the same event simulta-
neously, they will know it is the same event and learn
exactly the same information.

To help understand the utility computation for a single
event monitored by multiple sensors, we use a simple exam-
ple for illustration. As can be seen in Fig. 2, PoI o4 is covered
by sensor v1, v2 and v3, whose schedules are S1 ¼ ð1; 0; 0; 1Þ,
S2 ¼ ð0; 1; 0; 0Þ and S3 ¼ ð0; 0; 0; 1Þ, respectively. Let the
time duration of a single slot be tts ¼ 1 s. Suppose an event
arrives at PoI o4 at time t ¼ 0:2 s and leaves at t ¼ 3:8 s, and
its utility function is defined as UðxÞ ¼ 0:25x. Then, the
aggregate captured utility of this event by the three sensors
increases monotonically with time as the blue solid line
shows in Fig. 2. Specifically, the utility of the event increases
linearly during time period [0.2,1] as the event is monitored
by sensor v1, and keeps increasing during [1,2] when v2 is
active in that time duration. After that, the utility remains
unchanged in [2,3] since no sensors are activated. During

Fig. 2. An instance of utility computation with multiple sensors.
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time period [3,3.8], the utility resumes its increase at the
same speed as before, but not double the speed, although
both v1 and v3 are active. This is due to the identifiability of
events. We also plot the curve when the utility function is
given by UðxÞ ¼ 1� e�0:8x, as illustrated by the green
dashed line in Fig. 2. It can be observed that the curve shows
a similar trend.

3.3.2 QoM Computation

To start, we express the active status of sensors over time as
a function of their individual schedules, by the periodic
extension function given below. Note that each sensor is
assumed to start its schedule at time 0.

Definition 3.1 (Periodic Extension Function). Given a
schedule Si of sensor vi, the periodic extension function
SiðxÞ ðSi : ½0;þ1� 7! f0; 1gÞ of Si is defined as:

SiðxÞ ¼ 1; ðx 2 ½ðkL þ j� 1Þtts; ðkLþ jÞtts�; k 2 N ; SiðjÞ ¼ 1Þ
0; otherwise

�
:

(4)

Note that tts denotes the time duration of a single time
slot.

We use a simple example for illustration. As shown in
Fig. 3, the solid line denotes the value of the periodic exten-
sion function of the schedule Si ¼ ð1; 0; 0; 1Þ. The function
takes value 1 when x 2 ½4ktts; ð4kþ 1Þtts� or x 2 ½ð4kþ 3Þtts;
ð4kþ 4Þtts� for k 2 N , and 0 otherwise.

Then, we can derive the mathematical expression of the
QoM of a PoI covered by a single sensor in the following
lemma.

Lemma 3.1. The QoM of a PoI, say oi, covered by a single sensor
vj ðvj 2 Vi; jVij ¼ 1Þ under schedule Sj, whose periodic exten-
sion function is SjðxÞ, is given by:

QðijSjÞ ¼ 1

Ltts

Z Ltts
0

Z þ1
t

U

 Z y

t

SjðxÞdx
!
fðy� tÞdydt:

(5)

Proof. Since the schedule of each sensor is fixed and peri-
odic, we only need to consider the utility of events start-
ing at time t ðt 2 ½0;Ltts�Þ. Specifically, for an event that
starts at time t ðt 2 ½0;Ltts�Þ and ends at time
y ðy 2 ½t;þ1ÞÞ, its utility is UðR yt SjðxÞdxÞ. As the event
staying time follows the probability density function
fðxÞ, the expected achieved utility for an event isRþ1
t UðR yt SjðxÞdxÞfðy� tÞdy. By considering all possible

events that occur in ½0;Ltts�, we get Eq. (5). tu
Suppose Si ¼ ðai1; . . .; aiLÞ and Sj ¼ ðaj1; . . .; ajLÞ are two

different vectors. We define the “OR” operation of the

vectors as Si _ Sj ¼ ðai1 _ aj1; . . . ; aiL _ ajLÞ. The following
lemma shows the QoM expression for a PoI covered by mul-
tiple sensors.

Lemma 3.2. The QoM of PoI oi covered by a set of sensors
Vi ¼ fv10 ; v20 ; . . . ; vm0 g, each of which having schedule
Sj ðj ¼ 10; 20; . . . ;m0Þ, is given by:

QðiÞ ¼ QðijS10 ; S20 ; . . . ; Sm0 Þ ¼ Q
�
ij
_
vj2Vi

Sj

�
: (6)

In other words, the QoM achieved by the multiple sensors can
be equivalently viewed as that by one single sensor with sched-
ule
W

vj2Vi Sj.

Proof. Referring back to the definition of QoM, we only
have to show that the overall utility available for any par-
ticular event eij gained by the collection of sensors Vi,
namely UðtijÞ, is exactly equal to the utility UaðtijÞ gained
by a virtual sensor va with schedule

W
vj2Vi Sj. This can be

derived by the identifiable and identical assumptions

about the events. We omit the details to save space. tu
For simplicity of exposition, we call bSi ¼

W
vj2Vi Sj the

equivalent monitoring schedule for PoI oi. We stress that our
analysis can compute the QoM of a PoI in the presence of
both single and multiple monitoring sensors. It can also
accommodate general activation schedules, event utility
functions, and probability distributions of the event staying
times fðxÞ.

3.4 Problem Formulation

To sum up, we formally formulate our problem CHASE as
P1 shown below.

ðP1Þ max
Si

Xn
i¼1

wiQðiÞ

s:t: ð1Þ; ð2Þ; ð3Þ:

Note that wi is a normalized weight associated with the PoI
oi, which can be interpreted as the frequency of event occur-
rences of oi or the importance of oi. The decision variables
are the activation schedules Sis of all the sensors. Note that
the charging time for each sensor ti can be determined by Si

using Eq. (2), and the subset of sensors Vs selected for charg-
ing exactly contains the sensors vis with non-zero activation
schedules Sis. The quantities tw, ci, pi, t, hi, Pc, L, Ei, li, and
wi are given constants.

Note that different heuristic algorithms, such as evolution-
ary techniques [43], [44], simulated annealing [45], and parti-
cle swarm optimization [46], can be used to solve CHASE,
and they may show good performance in particular practical
scenarios. Nevertheless, they do not guarantee good perfor-
mance theoretically. In contrast, our proposed techniques pro-
vide provable approximation ratios, which improve upon the
heuristics by bounding the loss of performance.

3.5 Roadmap of our Solution

As evidenced by the above formulation, the full CHASE
problem is complex. It involves the selection of the candi-
date set of sensors Vs for charging, the coupling between the
MC’s travel time and the allocation of charging time among

Fig. 3. An example of periodic extension function.
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the sensors, the active time slot constraint, and careful com-
putation of the QoM. Among these factors, it is particularly
hard to account for the travel time accurately. Hence, we
start by considering a relaxed version of CHASE, which we
call CHASE-R, that ignores the travel time; i.e., we assume
tTSP ðV Þ ¼ 0. Besides amenable to analysis, importantly
CHASE-R is also meaningful in practice, as tw can be much
bigger than tTSP ðV Þ due to long required charging time
necessitated by typically limited charging efficiencies of
MCs. For example, the charging time for the voltage to reach
1:8 V for a WISP tag equipped with a 100 uF capacitor can
be as large as 155 seconds, when the RFID reader is 10.0
meters away [47]. After solving CHASE-R, we will accord-
ingly develop solutions for the general CHASE problem by
putting the MC’s travel time back into consideration.

4 THEORETICAL ANALYSIS

In this section, we show that the CHASE-R and CHASE
problems stated above are NP-hard. Then, we reformulate
the problems and present approximation algorithms for
each of them, respectively.

4.1 Hardness of Problems

We now show that both CHASE-R and CHASE are NP-
hard, and that they cannot be approximated within a factor
better than ð1� 1=eÞ. To do that, we state the following
well-known NP-hard problem and a related lemma.

Definition 4.1 (Maximum Coverage Problem) [48]. Given
a collection of subsets S ¼ fS1; S2; . . . ; Smg of the universal set
U ¼ fe1; e2; . . . ; eng and a positive integer k, find a subset
S0 � S such that jS0j � k and the number of covered elements
j [Si2S0 Sij is maximized.

Lemma 4.1 [49]. For any � > 0, the Maximum Coverage Problem
(MCP) cannot be approximated within a factor ð1� 1=eþ �Þ
unless P ¼ NP .

We have the following theorem about the complexity of
our problems.

Theorem 4.1. Both CHASE-R and CHASE are NP-hard. For
any � > 0, there are no ð1� 1=eþ �Þ approximation solutions
to them unless P ¼ NP .

Proof. We can reduce the CHASE-R problem to the MCP
problem by setting L ¼ 1, wi ¼ 1=n, and ci ¼ c, where c is
a constant, and setting li � L for any sensor vi such that
the active time slot constraint can be removed. Hence,
CHASE-R is at least as hard as MCP. For CHASE, we set
tw=c ¼ kþ 1=2 (where k is an integer) and tTSP ðV Þ <
1=2 c. We can then prove that CHASE is also at least as
hard asMCP. By Lemma 4.1, the result follows. tu
Remark: CHASE involves finding a shortest path to visit

all the sensors in Vs. This component TSP problem is already
NP-hard. The method in Theorem 4.1 is useful in that it
applies to the easier CHASE-R problem that omits the travel
time as well.

4.2 Reformulation of CHASE-R

Because CHASE-R is NP-hard, we seek approximation
algorithms to solve it efficiently. In the following, we

reformulate CHASE-R as a monotone submodular function
maximization problem subject to constraints including a
partition matroid constraint. Before detailing the reformula-
tion, we present some necessary definitions.

Definition 4.2 [50]. Let S be a finite ground set. A real-valued
set function f : 2S 7! R is normalized, monotonic and sub-
modular if it satisfies the following three conditions: (i)
fð;Þ ¼ 0; (ii) fðA [ fegÞ � fðAÞ � 0 for any A � S and
e 2 SnA; and (iii) fðA [ fegÞ � fðAÞ � fðB [ fegÞ � fðBÞ
for any A � B � S and e 2 SnB.
For simplicity, we use fAðeÞ ¼ fðAþ eÞ � fðAÞ to denote

the marginal value of element e with respect to A. Note that
here, we use Aþ e instead of A [ feg.
Definition 4.3 [50]. Given thatS ¼ S k

i¼1S
0
i is the disjoint union

of k sets and l1; . . . ; lk are positive integers, a partition matroid
M¼ ðS; IÞ is a matroid in which I ¼ fX 2 S : jX \ S0ij � li
for i ¼ 1; 2; . . . ; kg.
Denote by aij the activating time slot aij of sensor vi. We

define the ground set S as:

S ¼ fa11; a12; . . . ; a1L; . . . ; am1; am2; . . . ; amLg: (7)

We equivalently define the sensor schedule Si as a
subset of S, namely Si ¼ fai10 ; ai20 ; . . . ; aiL0g if and only if
aij0 ¼ 1 ðj0 ¼ 10; 20; . . . ;L0Þ. Furthermore, S can be partitioned
into m disjoint sets, S01; S

0
2; . . . ; S

0
m, where S0i ¼ fai1; ai2; . . . ;

aiLg. We say that S0i is the candidate activation schedule of sen-
sor vi, since any feasible schedule Si is a subset of S0i. It is
clear that any scheduling policy X consisting of all the sen-
sor schedules, namely X ¼ fS1; S2; . . . ; Smg, is subject to
jX \ S0ij ¼ jSij � li. Thus, we write the independent sets as:

I ¼ fX � S : jX \ S0ij � li for i ¼ 1; 2; . . . ;mg: (8)

Note that it is easy to prove thatM¼ fS; Ig is a matroid.
Moreover, define cij ¼ ci as the charging time factor for

time slot aij. The working time constraint can be rewritten
as
P

aij2X cij � tw, which is exactly a knapsack constraint.
Hence, we have the following lemma.

Lemma 4.2. The working time constraint in CHASE-R can be
written as a knapsack constraint on the ground set S, while the
active time slot constraint can be written as a partition matroid
constraint.

Consequently, we can rewrite the optimization problem
CHASE-R as RP1 shown below.

ðRP1Þ max
X

fðXÞ ¼
Xn
i¼1

wiQðij
_
vj2Vi

SjÞ

s:t: X 2 I ;
Si ¼ X \ S0i 8i ¼ 1; 2; . . . ;m;X
aij2X

cij � tw:

Note that the decision variable in RP1 is the scheduling pol-
icy X, which consists of elements aijs denoting the activa-
tion time slot aij of sensor vi. By comparing RP1 with P1,
we can see that the decision variables change from the
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activation schedules Si in P1 to the scheduling policy X in
RP1, and the two are essentially equivalent.

Next, we show that the optimization function fðXÞ
exhibits a desirable property as stated in the following
lemma.

Lemma 4.3. If the utility function UðxÞ is concave, then the
objective function fðXÞ in RP1 is a monotone submodular
function.

Proof. To prove the monotonicity and submodularity of the
objective function fðXÞ, we have to verify if the three con-
ditions in Def. 4.2 hold for fðXÞ.

First, it is easy to see that fð;Þ ¼ 0, which means that
the first condition holds for fðXÞ.

Second, we check whether the monotonicity property
holds for fðXÞ. Suppose we have a set A � S and an ele-
ment e1 2 SnA and e1 ¼ aij. We can then regard
fðAþ e1Þ as the resulting overall QoM obtained by acti-
vating the time slot aij of sensor vi based on the original
scheduling policy as far as A is concerned. As a result,
the equivalent monitoring schedule of PoI ok, which is
covered by vi (ok 2 Oi), may be changed accordingly.
Specifically, suppose the original and changed equiva-

lent monitoring schedules of ok are bS<A>
k and bS<Aþe1 >

k ,

respectively. Suppose the time slot akj is activated forbS<Aþe1 >
k . In addition, we use the expression aij 2 bS<A>

k

to indicate that the jth time slot of bS<A>
k is active,

namely akj ¼ 1 and aij 62 bS<A>
k the opposite. In reality,

both aij 2 bS<A>
k and aij 62 bS<A>

k are possible. However,

due to limited space, we consider only the case

aij 62 bS<A>
k , since it is more complicated.

We have the following important observation:

bS<Aþe1 >
k ðxÞ � bS<A>

k ðxÞ ¼
1; x 2 ½ðkL þ j� 1Þtts; ðkL þ jÞtts�

ðk 2 NÞ
0; otherwise

8><>: ;

(9)
which immediately leads to:Z y

t

bS<Aþe1 >
k ðxÞdx�

Z y

t

bS<A>
k ðxÞdx � 0 (10)

for any y � t � 0.
Next, we note that any utility function UðxÞ must

increase monotonically from zero to one as a function
of the total observation time, i.e., UðxÞ � 0 and
UðyÞ � UðxÞ � 0 for any y � x � 0. Hence, combining
Eqs. (5) and (10), we have:

QðkjbS<Aþe1 >
k Þ �QðkjbS<A>

k Þ

¼ 1

Ltts

Z Ltts
0

Z 1
t

"
U

 Z y

t

bS<Aþe1 >
k ðxÞdx

!
� U

 Z y

t

bS<A>
k ðxÞdx

!#
� fðy� tÞdydt
�0:

Therefore,

fAðe1Þ ¼
X
ok2Oi

wk

h
QðkjbS<Aþe1 >

k Þ �Qðkj bS<A>
k Þ

i
� 0;

which means that the monotonicity property holds
for fðXÞ.

Third, we check the last condition for fðXÞ. Similar to
the monotonicity property analysis, suppose we have set
A � B � S and element e1 2 SnB (e1 ¼ aij). The original
equivalent monitoring schedules for ok in A and B arebS<A>
k and bS<B>

k , and they respectively change tobS<Aþe1 >
k and bS<Bþe1 >

k after adding the element e1. To

save space, we consider only the case of aij 62 bS<A>
k and

aij 62 bS<B>
k in this paper.

Before the detailed proof, we show an important prop-
erty for the utility function UðxÞ. For any y � x � 0 and
d � 0, we have:

Uðxþ dÞ � y� x

yþ d� x
UðxÞ þ ð1� y� x

yþ d� x
ÞUðyþ dÞ;

(11)
and

UðyÞ � d

yþ d� x
UðxÞ þ ð1� d

yþ d� x
ÞUðyþ dÞ: (12)

Note that x � xþ d � yþ d and x � y � yþ d, and UðxÞ is
concave. Adding up the left sides and the right sides of
Eqs. (11) and (12), and simplifying the inequality, we have:

Uðxþ dÞ � UðxÞ � Uðyþ dÞ � UðyÞ (13)

for y � x � 0 and d � 0.
Since A � B, we have:

bS<B>
k ðxÞ � bS<A>

k ðxÞ � 0 (14)

for x 2 ½0;þ1�.
Moreover, it is easy to see that:

bS<Aþe1 >
k ðxÞ � bS<A>

k ðxÞ ¼ bS<Bþe1 >
k ðxÞ � bS<B>

k ðxÞ (15)

as aij 62 bS<A>
k and aij 62 bS<B>

k for x 2 ½0;þ1�.
Therefore, from Eqs. (13), (14), and (15), it is obvious

that:"
QðkjbS<Aþe1 >

k Þ �QðkjbS<A>
k Þ

#
�
"
QðkjbS<Bþe1 >

k Þ �QðkjbS<B>
k Þ

#

¼ 1

Ltts

Z Ltts
0

Z 1
t

(h
Uð
Z y

t

bS<Aþe1 >
k ðxÞdxÞ � Uð

Z y

t

bS<A>
k ðxÞdxÞ

i
�
h
Uð
Z y

t

bS<Bþe1 >
k ðxÞdxÞ � Uð

Z y

t

bS<B>
k ðxÞdxÞ

i)
fðy� tÞdydt

�0:

and:

fAðe1Þ � fBðe1Þ

¼
X
ok2Oi

wk

(h
QðkjbS<Aþe1 >

k Þ �QðkjbS<A>
k Þ

i

�
h
QðkjbS<Bþe1 >

k Þ �Qðkj bS<B>
k Þ

i)
� 0:
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We thus conclude that the third condition holds for fðXÞ
as well, and the result follows. tu
In general, utility functions can be concave (e.g., the Step,

Exponential, and Linear functions in [17]) or not (e.g., the
S-shaped and Delayed Step functions [17]). For our
purposes, we consider only utility functions UðxÞ that are
concave hereafter. The utility functions of many real-world
applications appear to be concave [17], [18], [19], [20], [21].
Hence, our contributions are not diminished significantly.

4.3 Approximation Algorithms for CHASE-R

Having proved that the objective function of our problem
is submodular, we now aim to find approximation algo-
rithms with and without the active time slot constraint for
CHASE-R. We will show that the presence of the active
time slot constraint makes the problem significantly more
complex.

Algorithm 1. Basic Algorithm for CHASE-R with Active
Time Slot Constraint

Input: The objective function fð�Þ, the ground set S, the parti-
tion matroidM, the knapsack constraint, the candidate
activation schedules S01; . . . ; S

0
m.

Output: SolutionX and the sensor schedules S1; . . . ; Sm.
1: Reduce knapsack constraint by applying Lemma 4.4

with 0 < � < 0:5; let fPtgTt¼1 denote the resulting par-
tition matroids;

2: for each t 2 ½T � do
3: Run the greedy algorithm from [51] under 2 partition

matroidsM and Pt to obtain solutionXt;
4: end for
5: t	  arg maxTt¼1fðXtÞ;
6: Starting with the trivial partition of Xt	 into single ele-

ments, greedily merge parts as long as each part satis-
fies the knapsack constraint, until no further merge is
possible. Consequently, Xt	 can be partitioned into k
parts fXj

t	gkj¼1;
7: X  arg maxkj¼1fðXj

t	 Þ, Si  X \ S0i for i ¼ 1; . . . ; m;

4.3.1 Approximation Algorithm with Active Time Slot

Constraint

For this case, we tailor the approach proposed by Gupta
et al. [52] to our settings, and obtain an improved approxi-
mation. Their work targets p-system and q-knapsack in
max-min optimization, where a p-system is similar to, but
more general than, the intersection of p matroids. At a high
level, their approach extends ideas from Chekuri and
Khanna [53] that reduce knapsack constraints to partition
matroids by an enumeration method. We list the main result
of this reduction as follows.

Lemma 4.4. Given any knapsack constraint
Pn

i¼1 wi � xi � B
and fixed 0 < � < 1, there is a polynomial-time computable

collection P1; . . . ;PT of T ¼ nOð1=�2Þ partition matroids such
that:

1. For every X 2 S T
t¼1Pt, we have

P
i2X wi �

ð1þ �Þ �B.

2. fX � ½n�jPi2X wi � Bg � S T
t¼1Pt.

Note that we use notations similar to [52] for consistency.
We assume thatV is the intersection of the partition matroid
and knapsack constraints. By scaling weights in the knap-
sack constraint, we assume without loss of generality that
the knapsack has capacity exactly one. Let C denote the
weights in the knapsack constraint. Assume that the opti-
mal QoM of CHASE-R is OPT and its corresponding solu-
tion isXOPT .

We propose the algorithm specified in Algorithm 1,
which is devised based on the algorithm proposed in [52].

Theorem 4.2. Algorithm 1 for CHASE-R with active time slot
constraint can achieve 1=6-approximation, and its time com-
plexity is OððmLÞ2nT Þ.

Proof. We omit the details of the proof to save space. tu
We improve the approximation factor from 1

ðpþ2Þð3qþ1Þ ¼
1=12, obtained by [52] for p-system and q-knapsack con-
straints, to 1=6. This is because we give a tighter bound for
the number of partitioned parts k at Step 6 in Algorithm 1
than that in [52]. Besides, although the algorithm proposed
in [54] for 1 matroid and k knapsack constraints can achieve

an ð1� 1=e� "Þ-approximation, it requires that all the sets

of at most 1012 items to be enumerated to form a feasible
solution at the first stage, which limits its practicality.

Moreover, we employ pruning techniques when imple-
menting this algorithm to speed up the computation, since

the number T ¼ ðmLÞOð1=�2Þ of produced partition matroids
is still large. We omit the details to save space.

4.3.2 Enhanced Approximation Algorithm with Active

Time Slot Constraint

In this section, we propose an enhanced algorithm to
address CHASE-R with active time slot constraint. The
enhanced algorithm is based on the algorithm proposed
in [55] for maximizing a submodular function subject to
a p-system and q-knapsack constraints. Compared with
Algorithm 1, this algorithm achieves not only better perfor-
mance guarantee, but it is also faster. Algorithm 2 specifies
the enhanced algorithm.

By the classical results in [55], we have the following
theorem.

Theorem 4.3. Algorithm 2 for CHASE-R with active time slot
constraint can achieve 1=ð4þ �Þ-approximation where � is an
arbitrarily small positive value, and its time complexity is
Oðn � mL

�2
log 2 mL

� Þ.
Proof. We omit details of the proof to save space. tu

4.3.3 Approximation Algorithm without Active Time Slot

Constraint

If li � L for any sensor vi, then the active time slot constraint
can be safely relaxed. This situation occurs when the battery
capacity is large relative to the working power of the sensor
(e.g., ultra-capacitors [40]) or we apply the charging process
frequently. In this case, we can resort to a unified greedy
algorithm, namely Algorithm 3, to find an optimized QoM.
Note that in this algorithm, c0i refers to the corresponding
charging time factor for time slot a0i.

DAI ET AL.: CHASE: CHARGING AND SCHEDULING SCHEME FOR STOCHASTIC EVENT CAPTURE IN WIRELESS RECHARGEABLE... 51



Algorithm 2. Enhanced Algorithm for CHASE-R with
Active Time Slot Constraint

Input: The objective function fð�Þ, the ground set S, the parti-
tion matroid M¼ ðS; IÞ, the knapsack constraint, the
candidate activation schedules S01; . . . ; S

0
m, and the error

threshold �.
Output: SolutionX and the sensor schedules S1; . . . ; Sm.
1: u	  maxe2SfðeÞ;
2: for r 2 fu	2 ; ð1þ �Þ u	2 ; ð1þ �Þ2 u	

2 ; . . . ;mLu	g do
3: z  u	r  maxffðeÞ : fðeÞce

� rg; " ce is the corre-

sponding coefficient of element e;

4: S0 ¼ ;;
5: while z � �

mLu
	
r and

P
e2S0 ce � 1 do

6: for each e 2 S do
7: if S0 þ e 2 I , fðS0 þ eÞ � fðS0Þ � z, and

fðS0þeÞ�fðS0Þ
ce

� r then

8: S0  S0 þ e;
9: if

P
e2S0 ce > 1 then

10: S0r  S0,Xr  S0nfeg,X0r  feg;
11: continuewith the next value of r;
12: end if
13: end if
14: end for
15: z  1

1þ� z;

16: end while
17: Xr  S0r  S0,X0r  ;;
18: end for
19: X  arg maxrXr, Si  X \ S0i for i ¼ 1; . . . ; m;

This algorithm includes two parts. The first part enumer-
ates all possible subsets of S with cardinality less than or
equal to k0, so as to find the best feasible solution for the
highest QoM. The second part starts from every feasible
subset D with cardinality k, and searches greedily in S to
find a best possible solution. Finally, the algorithm outputs
the best observable solution based on the results of the
above two parts.

We have the following theorem based on the results
obtained by [56].

Theorem 4.4. Algorithm 3 for CHASE-R without active time slot
constraint achieves approximation factors of 1�1=e

2 
 0:3161,
1�1=e
2�1=e 
 0:3873, 1�1=e

3=2�1=e 
 0:5584, 1� 1=e 
 0:6321 for k ¼
0; 1; 2; 3, respectively. Its time complexity isOððmLÞkþ2nÞ.

Proof.We omit details of the proof to save space. tu
By Theorem 4.1, we claim that Algorithm 3 for k ¼ 3 is in

fact the best possible for any polynomial-time approach
unless P ¼ NP .

4.4 Approximation Algorithms for CHASE

Based on the proposed constant approximation algorithms
for CHASE-R, we now consider the original problem
CHASE and propose approximation algorithms for it.

As shown in Algorithm 4, the solution calls Algorithm 1
at the first step to obtain a feasible solution XR for CHASE-
R. Subsequently, we sort the elements in XR in descending
order by their cost efficiency in event monitoring, defined
as the ratio of the overall QoM enhancement yielded by a
given active time slot to the charging time required for an

MC to enable that time slot to be active.We iteratively remove
an element with the least cost efficiency inX (X is initialized
as XR) until tTSP ð

S
jX\S0

i
j> 0viÞ � tw �

P
a0
i
2X c0i. Note that

we employ the nearest neighbor algorithm to solve the TSP
problem. Finally, we obtain a feasible solutionX for CHASE.

Algorithm 3. Unified Algorithm for CHASE-R without
Active Time Slot Constraint

Input: The objective function fð�Þ, the ground set S, the knap-
sack constraint, the candidate activation schedules
S01; . . . ; S

0
m.

Output: SolutionX and the sensor schedules S1; . . . ; Sm.
1: X  ;,X1  ;,X2  ;, Si  ; for i ¼ 1; . . . ; m;
2: If k ¼ 0, then k0  1; else k0  k� 1;
3: X1  arg maxfðDÞ, 8D 2 S, jDj � k0,

P
a0
i
2D c0i � tw;

4: for allD 2 S (jDj ¼ k and
P

a0
i
2D c0i � tw) do

5: I  S;
6: while InD 6¼ ; do
7: a0t  arg maxa0

i
2InD

fDða0iÞ
c0
i
;

8: if fDða0tÞ � 0 then
9: break;
10: end if
11: if

P
a0
i
2D c0i þ c0t � tw then

12: D D [ fa0tg;
13: else
14: I  Infa0tg;
15: end if
16: end while
17: if fðX2Þ � fðDÞ then
18: X2  D;
19: end if
20: end for
21: X  arg maxffðX1Þ; fðX2Þg, Si  X \ S0i for

i ¼ 1; . . . ;m;

Algorithm 4. Algorithm for CHASE

Input: The sensors set V ¼ fv1; . . . ; vmg, the PoIs set O ¼
fo1; . . . ; ong, the objective function fð�Þ, the ground set
S, the partition matroid M, the knapsack constraint,
the candidate activation schedules S01; . . . ; S

0
m.

Output: The sensor schedules S1; . . . ; Sm.
1: Call Algorithm 1 to obtain the solutionXR for CHASE-R;
2: Sort XR  fa01; . . . ; a0Kg such that a0t ¼ arg maxa0

i
2XRnXt�1

R
f
Xt�1
R
ða0

i
Þ

c0
i

(Xt�1
R ¼ fa01; . . . ; a0t�1g);

3: X  XR, t K;
4: while tTSP ð

S
jX\S0

i
j> 0viÞ > tw �

P
a0
i
2X c0i do

5: X  Xna0t;
6: t t� 1;
7: end while
8: Si  X \ S0i for i ¼ 1; . . . ;m;

Fig. 4 illustrates an instance of Algorithm 4. Suppose
after employing Algorithm 1, the schedules for Sensors 1,
2, 3, and 4 are (0,1,1), (1,1,1), (1,0,1), and (0,0,0), respec-
tively, as demonstrated in Fig. 4(a). Meanwhile, the travel
path passing by Sensors 1, 2, and 3 that have non-empty
active time slots is shown by the grey dashed lines, since
the available time left for the MC after charging Sensors
1, 2, and 3 cannot allow the MC to continue traveling
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along any edge of the path. After sorting the elements in
XR at Step 2, Algorithm 4 finds that the second active
time slot of Sensor 1 has the minimum cost efficiency. It
thus removes that active time slot, and the time saved
then allows the MC to travel from the BS to Sensor 2, as
illustrated by the dark dashed line in Fig. 4b. Likewise,
Fig. 4c shows the result after removing the first active
time slot of Sensor 3 which has the second smallest cost
efficiency, and using the saved time for the MC’s further
travel. Finally, in Fig. 4d, the third time slot of Sensor 1 is
de-activated; consequently, the MC is able to charge all
the sensors and finish the charging path within the time
constraint, which means that tTSP ð

S
jX\S0

i
j> 0viÞ � tw �P

a0
i
2X c0i is satisfied. Note that the MC no longer needs to

pass by Sensor 1 because it has no active time slot. By
doing so, we obtain a feasible solution for the original
CHASE problem.

Theorem 4.5. Algorithm 4 for CHASE based on Algorithm 1

achieves 1
6 ð1�

tTSP ðV Þþmaxfcigmi¼1
tw

Þ-approximation. The time

complexity of this algorithm is OððmLÞ2nT Þ.
Proof.We omit details of the proof to save space. tu

Note that the literature has recent results that consider
submodular optimization with routing constraints [57], [58].
However, they cannot be used to solve our problem because
their solutions only address routing constraints, whereas
ours must address one more partition matroid constraint
and one more knapsack constraint.

Where there is no confusion, we call Algorithm 4, which
works based on Algorithm 1, the CHASE algorithm. We can
also base our algorithm (for the CHASE problem) on the
enhanced algorithm for CHASE-R with active time slot con-
straint. This algorithm differs from Algorithm 4 in that it
calls Algorithm 2 rather than Algorithm 1 at Step 1. We call
this alternative algorithm E-CHASE. We have the following
theorem.

Theorem 4.6. Algorithm 4, which works based on Algorithm 2,

achieves 1
4þ� ð1�

tTSP ðV Þþmaxfcigmi¼1
tw

Þ-approximation. Its time

complexity is Oðn � mL
�2

log 2 mL
� þm3LÞ.

Proof.We omit the details of the proof to save space. tu
Lastly, if the active time slot constraint is not needed, we

can modify Algorithm 4 by replacing Algorithm 1 (called at
Step 1) with Algorithm 3. The following theorem gives a
performance guarantee of this revised algorithm.

Theorem 4.7. The revised algorithm for CHASE without active
time slot constraint achieves approximation factors of 1�1=e

2 c,
1�1=e
2�1=e c,

1�1=e
3=2�1=e c, ð1� 1=eÞc for k ¼ 0; 1; 2; 3, respectively,

where c ¼ 1� tTSP ðV Þþmaxfcigmi¼1
tw

. Its time complexity is

OððmLÞkþ2nþm3LÞ for k ¼ 0; 1; 2; 3.

Proof. We omit details of the proof to save space. tu

5 PERFORMANCE EVALUATION

In this section, we present simulation results that verify our
analysis and illustrate the performance of our algorithms.

5.1 Evaluation Setup

Unless otherwise stated, we use the following parameter
settings. We set the range of received power of a sensor to
½15mW; 45mW �, which can be interpreted as a charging effi-
ciency hi between ½0:5%; 1:5%�. In our experiments, we ran-
domly distribute 20 sensors and 50 PoIs in a 120 m� 120 m
region, where any PoI is covered by at least one sensor. The
working power pi of sensor vi is randomly selected from
½50mW; 100mW �, while that of the MC is set to 3W . The bat-
tery capacity of a sensor is randomly selected from the
range ½100J; 1000J �. Furthermore, we set the sensing radius
of a sensor to 20 m and the sensor schedule length L ¼ 4.
We assume that the considered event type has a Step utility
function and its event staying times follow fðxÞ ¼ �e��x

where � ¼ 1. We set t ¼ 2 week, tw ¼ 8:2 hour, and the
MC’s speed nMC ¼ 0:05 m=s. Lastly, the default duration of
a time slot is set to be 1 s.

5.2 Baseline Setup

Because there are no existing algorithms for joint mobile
charging and scheduling of sensors for stochastic event cap-
ture in a wireless rechargeable sensor network, we develop
two algorithms for comparison, i.e., Joint Periodic Wake-up
(JPW) algorithm and RANDOM algorithm. The first algo-
rithm is obtained by specializing the Joint PeriodicWake-up)
algorithm in [24]. Specifically, an MC in JPW distributes its
charging time evenly to each sensor; only when it arrives at
the position of a sensor can it charge the sensor (this assump-
tion is realistic in that the effective charging distance of
chargers is typically far less than the distances between sen-
sors). The energy cost for turning the sensor on/off is
ignored, as before. In addition, we set hi ¼ 1% for any sensor
vi, and the time duration of a duty cycle in JPW is exactly
equal to that of the sensor schedule. nMC is set to 0:1 m=s. For

Fig. 4. An instance of Algorithm 4 for CHASE.
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the other parameters, we use the same settings as those in
Section 5.3.3. The second algorithm RANDOM differs from
JPW in that it randomly chooses for charging the same num-
ber of sensors as that for CHASE, and then uniformly distrib-
utes the charging time among the selected sensors. Note that
every point on the plots for RANDOM represents an average
result over 100 randomly generated instances.

5.3 Performance Evaluation for CHASE-R
Algorithms

In this section, we first investigate the cases without consid-
ering the active time slot constraint. In particular, we evalu-
ate the overall QoM under different event types or different
values of the control parameter k. Then, we study the rela-
tionship between the period of the charging process t and
the overall QoM. This relationship shows the impact of the
active time slot constraint.

5.3.1 Impact of Event Types

In this set of experiments, we focus on the event types
whose event staying times follow fðxÞ ¼ �e��x (� ¼
0:25; 0:5; 1; 2) [17], [24], whereas the utility function UðxÞ is
either the Step utility function or the Exponential utility
function fðxÞ ¼ Ae�Ax, where A ¼ 5 [17]. Note that we use
Algorithm 3 with k ¼ 3. It can be seen in Figs. 5 and 6 that
the overall QoM always increases as tw increases. However,
the marginal gain of the QoM decreases as tw increases. The
reason is that the event capture utility function is concave
and redundant coverage of the PoIs becomes more likely
when the sensors have larger active time slot budgets under

a larger tw. Moreover, a smaller � will lead to a larger over-
all QoM under the same tw. This is because the expected
staying time of events grows as � decreases; therefore, its
probability of being detected, as well as the utility of sens-
ing, increases. Besides, by comparing Figs. 5 and 6, we see
that the achieved overall QoM for events with Step utility
always exceeds that for events with Exponential utility. This
can be explained by differences in the efficiency of event
capture. For events under Step utility, full information
about an event is obtained instantaneously on detection. In
contrast, it can require a lot more time to obtain most infor-
mation about an event under Exponential utility.

5.3.2 Impact of Control Parameter k

Weproceed to evaluate the impact of the control parameter k on
the overall QoM in Algorithm 3, and plot the results in Fig. 7.
Not surprisingly, it can be seen that the larger k we choose, the
higher overall QoM we obtain. However, the differences
between the overall QoM under different k are not obvious.
This observation suggests thatwe can choose a small k to reduce
the time complexity without incurring much performance deg-
radation. In addition, it can be observed that the overall QoM
exceeds 1� 1=e 
 0:63 in Fig. 7, which is consistent with
Theorem4.4 as the optimal overall QoMcannot exceed 1.

5.3.3 Impact of Period of Charging Process

To see how the period of the charging process t impacts the
overall QoM, we set Ei ¼ 100J and pi ¼ 100mW , and let
the received power of each sensor randomly fluctuate
within a relatively smaller range of ½20mW; 35mW � to ease
computation. Fig. 8 shows the trend that the overall QoM
decreases with an increasing t. This is because an increasing
t leads to higher charging time factors ci and smaller active
time slot budgets li, both of which finally lead to a reduced
QoM. Moreover, that the overall QoM is larger than
1=6 
 0:17 is consistent with Theorem 4.2. Again, we can
see that the achieved overall QoM increases with tw.

5.4 Performance Evaluation for the CHASE
Algorithms

We proceed to verify the performance of the algorithms for
CHASE, which consider the MC’s travel time. The experi-
ments use the same parameters as in Section 5.3.3.

Fig. 5. QoM versus tw for Step utility function.

Fig. 6. QoM versus tw for Exponential utility function.

Fig. 7. Impact of control parameter k.
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5.4.1 A Solution to an CHASE Instance

Fig. 9 illustrates the selected sensors for charging, the sensor
schedules, the MC’s travel path, and the achieved QoM for
the PoIs, for an E-CHASE solution to a CHASE problem
instance. Note that the BS is located at (0,0); the sensors are
marked as circles and the PoIs as triangles. The filled color of
a triangle indicates the achieved QoM for the corresponding
PoI, which varies from 0 to 1 as the color bar shows. A blue
circle indicates that the corresponding sensor is not chosen at
Step 1 in Algorithm 4, while a green circle indicates that the
corresponding sensor is greedily removed in thewhile loop.

5.4.2 Impact of MC’s Speed on Working Time

Allocation and QoM

Fig. 10 shows that if the speed of the MC nMC increases, the
travel time is reduced, leading to a larger aggregate time for

charging. Note that both the travel time and aggregate
charging time are normalized with respect to the maximum
working time tw. It can be seen that the fraction of the aggre-
gate travel time keeps below 10 percent when nMC grows to
0:1 m=s, which is still small. Another interesting finding
from Fig. 10 is that the sum of the travel time and aggregate
charging time is not necessarily equal to tw (the gap is up to
4 percent when nMC ¼ 0:02). This situation happens because
we require the active time slot budget li for each sensor to
be an integer. The requirement can be relaxed, and we can
assign the residual working time to charging sensors. We
expect the overall QoM to increase as a result, but the details
are left for future work. As expected, the overall QoM is
enhanced with a faster MC, as the red solid line shows in
Fig. 11. Moreover, it is always bigger than the “maximum”
lower bound, which is indicated as the green dotted line

“MLB” in the figure and given by 1
6 ð1�

tTSP ðV Þþmaxfcigmi¼1
tw

Þ.
This finding corroborates Theorem 4.5 in Section 4.4.

5.4.3 Impact of Length of Sensor Schedule

Fig. 12 shows the trend of the overall QoM when the length
of the sensor schedule L increases under tw ¼ 4:1 hours and
tw ¼ 8:2 hours, respectively. We can see that, although the
overall QoM does not increase monotonically with L
exactly, there is a general tendency for it to rise with L.

5.5 Performance Comparison with Existing Work

5.5.1 Impact of Length of Time Slots

The default duration of a time slot is 1 s in the experi-
ments so far. In this subsection, we vary the time slot
duration, and plot the overall QoM for both JPW and
CHASE in Fig. 13. Note that the proposed E-CHASE and

Fig. 8. QoM versus t.

Fig. 9. A solution to a CHASE problem instance.

Fig. 10. Impact of MC’s speed on working time allocation.

Fig. 11. Impact of MC’s speed on overall QoM.

Fig. 12. QoM versus length of sensor schedule.
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CHASE algorithms consistently outperform JPW and
RANDOM, especially when the time slot duration is long.
The performance gains of E-CHASE and CHASE over
JPW and RANDOM are 40.8 and 53.5, and 34.0 and
46.1 percent, respectively. Moreover, the overall QoM
increases as the time slot duration decreases for all the
four schemes. The reason is that information about an
event with the same staying time becomes more likely to
be captured in its early phase, as the time interval
between successive active time slots shrinks. This result is
consistent with the analysis in [17] and [24].

5.5.2 Impact of MaximumWorking Time

In Fig. 14a, we observe that the overall QoM rises with an
increasing maximum working time tw for all the four
schemes, and that both E-CHASE and CHASE outperform
JPW or RANDOM with respect to achieved QoM. More-
over, the performance gains of E-CHASE and CHASE over
JPW or RANDOM become more significant as tw increases.
They achieve improvements of about 50.6 and 82.1, and 49.9
and 81.3 percent, respectively, when tw ¼ 9:4 hours. The
time slot duration here is set to 1 s. When the duration is
reduced to 0:5 s, the overall QoM of all the schemes are sub-
stantially enhanced, as illustrated in Fig. 14b. On average,
the performance gains by E-CHASE and CHASE over
JPW and RANDOM are about 28.8 and 35.0, 24.3 and
30.1 percent, respectively.

Next, we compare the proposed algorithms with JPW
and RANDOM in terms of energy for the second case. As
an MC following JPW needs to always visit all the sen-
sors, the energy overhead for travel can be large. Simi-
larly, although an MC following RANDOM visits the

same number of sensors as CHASE, RANDOM chooses
these sensors randomly, without trying to manage the
expected travel energy, and its energy consumption can
still be high. It can be seen from Fig. 15 that on average
the energy consumptions for JPW and RANDOM are 37.1
and 37.3 percent higher than that of E-CHASE, and 38.9
and 39.4 percent higher than that of CHASE. Further-
more, with a large tw, the MC under E-CHASE or CHASE
is able to include more sensors for charging. Fig. 15
shows that the resulting energy increment can be substan-
tial. Lastly, we evaluate the energy efficiency defined as
the ratio of the overall QoM to the total energy consump-
tion. Fig. 16 demonstrates that E-CHASE obtains average
gains of 30.0 and 27.2 percent over JPW and RANDOM,
respectively, whereas the corresponding numbers for
CHASE are 35.7 and 32.6 percent.

Fig. 13. QoM versus duration of time slots.

Fig. 14. QoM versus tw.

Fig. 15. Comparison of energy consumptions.

Fig. 16. Comparison of energy efficiency.
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6 CONCLUSION

We have solved the problem of QoM maximization when a
sensor network is used to monitor stochastic events, by
jointly designing the sensors’ mobile wireless charging and
activation schedules. The problem has a general event
model that admits different utility functions and different
probability distributions of the event arrival and staying
times. To solve the problem, we first tackled a relaxed ver-
sion that ignored the MC travel overhead. We developed
approximation algorithms for this relaxed problem by
transforming it into a submodular function maximization
problem, under the condition that the event utility function
was concave. Based on solutions to the relaxed problems,
we then developed approximation algorithms to solve the
original problem when the MC’s travel time overhead was
also considered. Diverse simulation results verified the the-
oretical analysis and illustrated the performance of the pro-
posed algorithms relative to two comparison benchmarks.
It is interesting for future research to improve the approxi-
mation factors of the solutions and account for fairness
issues when covering the whole set of PoIs.
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