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Abstract—With the development of data center networks,
traditional TCP/IP cannot support the demand in data centers.
Remote Direct Memory Access (RDMA) technology could im-
prove the performance of DCN significantly because of high
throughput and low latency. However, load balancing is a key
issue in RDMA which has not been solved distribute. This paper
will propose an algorithm to solve the load balance problem in
RDMA on application layer without hardware changing. The
main idea is to divide data to chunks and data chunks on
multiple reachable paths for transmission. However, it is no
trivial to find the optimal chunk size and the path number,
some empirical values are found by varieties of experiments
and tests. Moreover, the chunk allocation scheme also needs to
consider the traffic condition in DCNs to find more free paths to
transmit. We evaluate the algorithm in application layer with ns3
simulator. The experiment results show that with our algorithm
the completion time can decrease 81.03% at most.

Index Terms—Load Balance, RDMA, Data Center Networks.

I. INTRODUCTION

With the rapid growth of online services and cloud comput-
ing, large-scale data centers (DCs) are being built around the
world. High speed, scalable data center networks (DCNs) are
needed to connect the server in one DC. However, traditional
TCP/IP cannot meet the requirement of DC workloads because
of high CPU overhead and latency. Remote Direct Memory
Access (RDMA) supports the operations such as read and
write directly to the computer memory without involving the
kernel. With the characteristic of zero copy, RDMA greatly
reduces the load and overhead of CPU which decreases the
latency. Thus, it attracts much attention to deploy RDMA in
data centers[1], [2], [3], [4], [5], [6], [7], [8].

The traditional design of RDMA did not consider the
load balance issue in DCN. Load balancing is important to
reduce congestion [9], [10], [11], [12], [13], [14], [15], [16].
Specifically, when two hosts transmit data by RDMA, it needs
three-way handshake to establish connection at first [17]. The

connection is built between the work queues of the host. When
only one connection exists, all packets will carry exactly the
same five-tuple between two hosts. When multiple connections
exist, however, there are no change of the five-tuples in
different connections. Therefore, no matter single connection
or multiple connections, all the data in transmission will follow
the same path. For a large amount of data transmission [18],
this phenomenon can easily lead to imbalance in the network,
which may cause congestion, and low utilization of other
reachable network resources (as Figure 1).

In this paper, we consider the load balancing issue of
RDMA. The objective is to combine RDMA with multi-
path transmission [19]. This combination can further reduce
the transmission time, and the possibility of congestion in
the network, so as to improve the utilization of network
resources [20] [10] [21] [22]. MP-RDMA [19] has imple-
mented it by changing the RDMA NICs. Our target is to
solve the problem in application layer, without IP and lower
level involved. The proposed algorithm mainly contains two
parts. First, we establish multiple connections in multiple work
queues between the hosts and change the message of the
five-tuple in different connections so that the data can be
transmitted by multi-path. Second, we divide the data to be
transmitted to chunks with proper size [23], [24], [25], which
will be allocated to proper connections.

There are some challenges we need to solve. First, the
driver of RDMA cards is encapsulated, it’s not easy to change
the five-tuple which generated by the driver. Second, how
to choose the optimal chunk size of data and the number
of paths is also non-trivial. Fine-grained partition will cause
many other workloads such as request elements and complete
elements. Coarse-grained partition may not make any sense
of load balancing in different paths [26], [27]. Meanwhile, the
number of paths also need a compromise in a similar way.
Finally, how to detect the traffic and the extent of congestion
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also needs to be considered, as the traffic in the paths may
impact the choice of data chunks [28], [29].

We realized the algorithm in ns3 simulator. We do some
test to observe the impact on transmission complete time by
increasing the data chunk size and the number of paths. Due
to the mechanism of completion elements, the driver could
detect if the request in the work queue complete or not. By
estimating the rate of processing request in different queues,
we could find the optimal parameters for data chunk. With the
simulation, we find that using multiple paths to transmit data
can decrease the transmission time by 81.03% at most. The
decrease by chunk sizes could range from 13.74% to 69.71%.

In the rest of this paper, we introduce the related works
in Section II. The process of proposing and optimizing in
detail is presented in Section III. In Section IV, we describe
the experiments and compare the performance. Section V
concludes the paper.

II. BACKGROUND

RoCEv2: RoCEv2 [30] [31] encapsulates the RDMA packet
within an Ethernet/IPv4/UDP packet. Thus, RoCEv2 is com-
patible with most existing data center networking infrastruc-
ture. The UDP header in the packet is needed for ECMP-based
multi-path routing (as shown below). The source UDP port
can be randomly chosen for each queue pair (QP) where the
destination port is always set to the specific value 4791. The
intermediate switches always use standard five-tuple hashing.
Thus, packets belonging to the same QPs will follow the
same physical path for transmission, while different QPs (even
between the same pair of two terminals) can follow different
paths.
OFED: The OpenFabrics Enterprise Distribution
(OFED) [32] / OpenFabrics Software is an open-source
software for RDMA. OFS supports highly efficient networks,
storage connectivity and parallel computing. Thus, it is widely
used in business, research and scientific environments. The
computing evolves applications that require extreme speeds,
massive scalability and utility-class reliability. OFS includes
kernel-level drivers, supports channel-oriented RDMA and
send/receive operations and kernel bypasses. OFS also
provides both kernel and user-level application programming
interface and services for parallel message passing, sockets
data exchange and so on.
ECMP: Equal-cost multi-path routing (ECMP) is a routing
strategy which finds multiple ”best paths” for packets with
the same destination. Since it is a per-hop decision in a single
router, multi-path routing can be used in conjunction with most
routing protocols. It can increase bandwidth substantially by
load-balancing on multiple paths.
MPTCP: Multipath TCP[10] can open additional subflows to
transport across multiple network paths. An additional subflow
can use the same pair of src/dst IP addresses as the first flow
with different ports, or use any IP addresses that the client or
server may have. Based on ECMP routing, the subflows can
be hashed to different paths. Each subflow also maintains a

Fig. 1. The utilization of single transmission path.

congestion window to control the packet sending and adapt to
the conditions along the path.
MP-RDMA: Multi-path RDMA [19] is based on NIC
hardware. It requires additional 66 Bytes on-chip memory
to each connection state compared to single-path RDMA. It
uses multi-path ACK-clocking mechanism and out-of-order
aware path selection mechanism to choose network paths and
distribute packets in a congestion-aware manner.

III. DESIGN

A. Problem/Statement

The transmission tasks of RDMA will establish connections
through the QPs in the terminal at first. It means that the data
will be sent in turn from the QPs, while different QPs may
be out-of-order. Ideally, the data transmission tasks between
different QPs is parallel.

If only one connection between two terminals exists, all the
data packets follow the only connection path to transmit. When
multiple connections exist, the packets in different connections
transmit through different physical paths. However, in our
test, we found that all the data packets between two specific
terminals carry the same five-tuple. It means no matter how
many connections we built, how many paths are available,
there is only one physical path been used.

There are some contents referring to the support for ECMP
in RoCEV2[31]: It is stated that the UDP source port must be
the same for a series of packets with sequential constraints.
The packets without this constraint can carry different UDP
source values.

Distributing data packets on multi-path is a way to
do load balancing. As the other four items in five-tuple
(source/destination IP, UDP destination port and the protocol)
are specific, if the UDP source port is the same, all packets



Fig. 2. The congestion caused by evenly allocation .

Fig. 3. The condition with dynamic allocation.

carry the same five-tuple. As a result, all the packets will
follow the same path during the transmission tasks. If the
packets’ number is large enough, not only the load and
congestion risk will be seriously increased, but also waste
other available network resources(as shown in Figure 1). In
order to be more balanced, we try to do some change on
source port. Then, data packets in different connections can
be transmitted independently.

B. Algorithm

We will try to change the UDP source port value as the
other four items in five-tuple are specific. Recalling the RDMA
transmission characteristics, we can bind different QPs with
different UDP source ports. Therefore, the packets sent by the
same QPs carry the same port value, while different QPs have
different port values. In this way, the number of QPs is the
maximum number of the possible physical paths.

While an application establishes multiple pairs of QPs for
transmission, how to allocate the data packets is also an
important issue. If we allocate the packets evenly to each
QP, the network load should be equal in all used paths.
However, the network resources is public, we need to take
other devices into account. It may lead to congestion at a
certain part in a transmission path. For example, one of an
application’s transmission path includes the part with heavy
traffic, the rate on this path is slow while other paths are
normal. Then, the path will cause too much delay to cumber
the total transmission(as shown in Figure 2). Hence, the static
allocation scheme on average is not reasonable.

To avoid the case above, we decided to adopt a dynamic ap-
proach. Since Infiniband generates a work completion message
when completing a work request, the OFED driver provides an
interface to detect the completion information, which allows
the upper layer to get the completion status. Then, we assigned
equal and small amount of data packets to each pair of QP
for sending at the beginning of the transmission. While we
detect a complete information, add the next send task to the
corresponding QP until all the data sent completed. In this
dynamic scheme, once a path delay increases, the number of
packets allocated to this path will be reduced accordingly.
As a result, the less under loaded paths will be more fully
utilized, which can adapt to the dynamic changes in network
resources(as shown in Figure 3).

When the data packets are assigned to different QPs, the
original order of the data will be broken. If the receiver can not
reorder the data correctly, the transmission is meaningless. For
the complex IBA network layer, the change will be costly, and
may cause a series of problems. Our target is to realize these
functions in application layer without lower layer involved.
Therefore, we put the data sequence relation into the Payload.
i.e., as a normal data content to transmit.

In this context, we add several elements as custom header to
the data chunks [?] after the split. The custom header mainly
contains three elements: data ID, total data size, current chunk
offset. Data ID is mainly used to distinguish different data
transmission task at the same time to avoid confusion when
the receiver reorders the data chunks. Total data size is used
to prompt the receiver machine of the memory size should
be allocated to process the data receiving and reordering
operations. Current chunk offset is used to determine the
location of the current chunk in the total data, which is useful
for data combination. We then send customized data chunk
to the corresponding QPs for transmission. After receiving
the disordered data, the receiver collects customized header
information, and allocates memory according to the value of
the total data size. Then, it combines the data chunks according
to the data ID and the current chunk offset.

There is one step before placing the send task of chunks
to QPs. When the completion messages of one of the QPs
is detected, the total data calls the split function, which will
return a data chunk as the next sending task. The algorithm
will be executed under the premise that the function returned
correctly. It will continue to send the task until all the data
chunks are sent completely. At the receiver terminals, all the
QPs must keep active to receive data chunks before the data
reception completed.

In algorithm design, we need to answer another question:
how to appropriately determine the number of QPs and the
size of data chunks? If the number of QPs is too small,
the available physical paths may not be fully utilized. The
algorithm cannot make full use of the network resources
between the two machines. If the number of QPs is too large,
even beyond the actual number of available physical paths,
more than one pair of QP may share the same path. It will
greatly increase the system overhead for maintaining QPs



Algorithm 1 The load balancing algorithm in client.
1: Get initial information;
2: Create QPs and register buffer, connect to server ;
3: for still have chunks not be transmitted do
4: for all the QPs in client do
5: Check the state of current QP;
6: if last sending task complete in current QP then
7: Call the function of data partition and get a chunk

to send;
8: send the new chunk;
9: end if

10: end for
11: end for
12: disconnect with server;

Algorithm 2 The load balancing algorithm in server.
1: Get initial information;
2: Create QPs and register buffer;
3: keep listenning and get request to accept;
4: for still have chunks not be accepted do
5: for all the QPs in server do
6: Check the state of current QP;
7: if last receive task complete in current QP then
8: ready for next receive task;
9: Call the function of data reordering;

10: end if
11: end for
12: end for
13: disconnect with client;

status. Similarly, if the size of the data chunk is too small,
QPs need to place request elements, process tasks, detect the
completion messages and execute other operations frequently,
which also cause more system overhead. If the chunk size is
too large, the algorithm also cannot achieve a good utilization
for the network resources as data packets cannot choose paths
freely. Therefore, in the following experiments, we will focus
on changing the value of these parameters for performance
comparison to find the optimized value.

IV. EXPERIMENTS

We test our algorithm in ns3 simulator [33] [34]. We
designed three experiments [35], respectively, the impact of
the topology is considered for choosing the parameters. We
take use of the real world network topology [36], i.e., the
most common local area network structure. The topology is
tested from the small range, then expanded as much as possible
within the limit of the server. In the first experiment, we
established a topology with 20 terminal nodes (numbered 0 -
19) and 10 switch nodes (numbered 20 - 29). The topology is
shown in Figure 4. Each switch in the second layer connected
with four terminal nodes, and connected with all switches in
the first layer. In this topology, there are several equivalent
yet different paths between any two terminals to meet our
requirement. The transmission rate we set is 40Gbps, with the

delay 0.001ms, the transmission state is ideal, the error rate
we set is 0.

We test the impact of the number of QPs. The number of
QPs determines the maximun number of paths that packets
can be transmitted through by. If it is too large, it will cause
the redundancy situation and increase the overhead of the
computer system. Thus, we test it from 1 to 16, while 1 means
using single path to transmit. The sender is terminal No. 0,
which sends 10MB messages to terminal No. 19 with 200
background streams added randomly.

The simulation results are shown in Figure 7. All the curves
significantly decrease when the QPs number increases from
1 to 2. When the number of QPs is only one, single path
transmission happens. The size of data chunk has little effect
to the completion time, all in 20639592ns. When the number
of QPs is 2, with the chunk size ranging from 1K to 32K,
the completion time is similar, which is from 12530000 ns
to 12650000 ns. However, when the chunk size is 64K, the
completion time is 15009224ns, with 128K to 17816130 ns.
All these results are better then the original test which does
not use multi-path for transmission.

In Fig 7, if the data chunk size is large, such as 64K and
128K, with the number of QPs increasing larger than 2 the
completion time is almost no oscillation. If the chunk size is
slightly smaller, for example, set to 32K, 16K, 8K and 4K,
the completion time will be significantly decreased when the
number of QPs increased from 2 to 3, but the slope decreases
with the increase of the chunk size. The completion time tends
to be stable when we continue to increase the number of QPs.
When we divide the data chunk into the limit size, such as 2K,
1K for transmission, it is interesting that the completion time
oscillates negligibly at the size of 2K and tends stable when
the number of QPs is larger than 5. For the size of 1K, the
time continuously decreases, but the slope is decreased with
the number of QPs increased.

The phenomenon above confirms that the large number of
QPs cannot reduce the completion time. There are limited
number of physical paths between any two terminals. Besides,
some paths may contain many hops, which may increase the
delay and congestion. Using the paths mentioned above is
unwise. Taking the system overhead into account, choosing
the number of QPs from 2 to 5 is more reasonable.

We then test the completion time with different chunk sizes
when the number of QPs sets to 2, 3, 4 and 5. The results
are shown in Figure 10. It can be seen that, no matter how to
change the QPs number, with the chunk sizes increased, the
completion time increased monotonically. Clearly, when the
data chunk size is large, the difference of load scale between
paths will be smaller. If congestion occurs, the transmission
delay of the path will increase. As the remaining data packets
in the chunk have no choice to transfer through other paths, it
will still be waiting in this congestion path. When the chunk
size is set to the smallest value, the choice of each packet for
paths will be more flexible. When the same congestion occurs,
because of its small data volume, although the remaining
chunk packets should be followed, it will not cause much



Fig. 4. The topology in the first test. Fig. 5. The topology in the second test. Fig. 6. The topology in the third test.

Fig. 7. The relationships between the QPs number
and time in topology1.

Fig. 8. The relationships between the QPs number
and time in topology2.

Fig. 9. The relationships between the QPs number
and time in topology3.

Fig. 10. The relationships between the data block
size and time in topology1.

Fig. 11. The relationships between the data block
size and time in topology2.

Fig. 12. The relationships between the data block
size and time in topology3.

delay. Meanwhile, other data chunks will select the others to
avoid the congestion path.

Our objective is to divide the large data to transmit by multi-
path to improve the utilization of network resources and reduce
the transmission delay. The simulations also show that the
best results are achieved by splitting the data into 1K units.
Indeed, 1K data packet can be transported flexibly, so that
the idle network resources can be fully utilized. However, to
support a fine-grained division, it will cause high overhead
for the data split and reorganization in application layer. In
addition, recalling the transmission mechanism of RDMA,
sending packet needs to post a request element in the special
QPs at first. Then, the QPs process the task, generate the
complete information, and then call the completion notice to

inform the upper applications. If the data is divided into 64K,
10M data needs to be carried out these operations 160 times.
For the chunk to 1K, it needs 10240 times, which increases
the cost of computer system sharply.

In Figure 10, when the number of QPs is 2, the chunk
size in the range from 1K to 32K has little impact for the
completion time. When the number of QPs is from 3 to 5,
the chunk size changes from 2K to 32K, the completion time
increases slowly. The common feature of the four curves is
that a significant increase of completion time happens when
the chunk size larger than 32K. Therefore, 32K is threshold.

In the following, we design the second experiment to
test whether the topology will make a difference. As shown
in Figure 5, the topology contains 20 terminal machines,



numbered from 0 to 19, and 5 switches, numbered from 20 to
24.

In the first experiment, each terminal is connected to only
one switch. The switch node is connected to several upper
routing nodes. In this structure, if the terminals’ transmission
tasks do not coincide, there is no resource preemption. How-
ever, in the second topology, each router is connected with the
terminal and also directly connected with other routers. This
topology may not reduce the length of the transmission paths,
but it will cause congestion and resource preemption under
the same background.

We still send 10MB data from terminal No. 0 to terminal
No. 19. The transmission rate, delay, error rate and 200
background streams are the similar as the first experiment. The
effect of the number of QPs and chunk size on the completion
time is shown in Figure 8 and Figure 11, respectively.

The trend of the curves in the two figures under the new
topology is the same as them in the first experiment. With the
absence of multi-path, the total transmission time of 10MB
data is 17772320 ns, which is lower about 3000000 ns than the
initial time of the first experiment. In Figure 8, when the chunk
size is 128K, the curve is stable when the number of QPs is
larger than 2 in the first topology. In the second experiment,
the value is larger than 3 which achieves the best results into
a steady state, but the oscillation is more obvious than the first
one. Its range is about 180000 ns, which is nearly 10 times
of the first. Similarly, the oscillation of 64K curve is larger
than the first 150000 ns. When the chunk size is 16K or 32K,
there is a small decrease when the number of QPs increases
from 2 to 3 in the first experiment. In the second experiment,
however, there is almost no decrease which trends to a steady
state ahead.

Although the second experiment shows the similar results as
the first, two experiments are carried out in a small topology,
which is not much different between the two environments.
Thus, the parameters we previously obtained can only be
used for similar circumstances. In the second experiment, we
made slightly changes on the topology structure, the transition
points of the curves showed some differences. We have to test
the impact of the number of QPs and the data chunk size
when the topology is further expanded with more complicated
structures.

We design the third experiment to expand the scale of the
topology [36] to determine the range of parameters. As shown
in Figure 6, this topology contains 128 terminal machines,
numbered from 0 to 127, 12 routers, numbered from 128 to
139. Each of the second level routers connects to 16 terminals
and all the first level routers. This topology is identical to
the structure of the first topology with much larger scale. The
communication still happens between nodes No. 0 and No. 19.
200 background flows settings remain unchanged. However, in
such a large topology, 200 background flows may have little
impact on the transmission time of the testing data, which
should not cause the curves oscillating.

The results of the third experiment are shown in Figure 9
and Figure 12. Although we narrow the range of the number

of QPs, the trend of the parametric curves are similar to those
of the first half in the first experiment, including the variation
of the curves. There is only a little increase in the specific
transmission time with about 200000 ns. Thus, the scale of the
topology does not affect the range of parameters in a certain
extent.

V. RELATED WORK

Recent years, a lot of researches about RDMA performance
improving have been done[37], [38], [39], [40], including
multi-path transport and packet loss handling. MP-RDMA [19]
is based on NIC to deploy traffic to multiple paths. It uses
multi-path ACK-clocking mechanism to distribute packets
according to congestions, and uses bitmap to track the out-
of-order packets. MP-RDMA also actively selects fast paths
with similar delay and prune slow paths to improve the overall
performance. This work has similar idea with us, the difference
is that MP-RDMA mainly focus on improving NIC hardware,
and our work only changes applications.

IRN [2] also makes some changes to RoCE NICs. It uses
selective retransmission mechanism and BDP-FC mechanism
which bounds the number of in flight packets to handle the
problem of packet loss. RaaS [1] improves the scalability
of RDMA and CPU/memory utilization, whose prototype
RDMAvisor can achieve high throughput for thousand of
connections with low CPU and memory overhead.

VI. CONCLUSION

This paper gave an algorithm to solve the load balancing
issue in RDMA from application layer. The main idea is to
bind different QPs with different UDP source ports so that
the packets sent by different QPs carry different five-tuple.
Then, we divide the total data into chunks with proper size
which is allocated to different QPs according to the congestion
conditions of the corresponding paths. In addition to the multi-
path routing algorithm, the data chunks can be transmitted by
multi-path to improve the utilization of network resources and
speeding up the data transmission rate. Through the simulation
experiments, we show that the algorithm can decrease the
transmission time by 81.03%. Therefore, the combination
of multi-path routing algorithm and RDMA solve the load
balancing issue effectively.
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